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In dieser Arbeit werden das Problem, in einem einfachen Graphen einen Subgraphen mit maximaler Dichte $d^{*}$ zu finden, sowie verwandte Probleme diskutiert. Die ganzzahlige Variante des dazu dualen Problems ist, eine Orientierung mit kleinstmöglichem maximalen Eingangsgrad zu finden. Dieser Eingangsgrad ist gleich der kleinsten Anzahl an Pseudowäldern, in die der Graph zerlegt werden kann, und wird daher als Pseudoarborizität $p$ bezeichnet.

Es wird gezeigt, wie Kowaliks Approximationsschema dazu verwendet werden kann, die balancierte binäre Suche des Algorithmus von Gabow und Westermann zu beschleunigen und eine Laufzeit von $\mathcal{O}\left(m^{3 / 2} \sqrt{\log \log p}\right)$ für die Bestimmung von $p$ zu erreichen, wobei $m$ die Anzahl der Kanten des Graphen ist. Ein Subgraph mit Dichte größer $\left\lceil d^{*}\right\rceil-1$ kann mit derselben asymptotischen Laufzeit bestimmt werden. Es werden zudem Laufzeiten verschiedener Algorithmen zur Bestimmung von $p$ experimentell verglichen. Mit aktueller Hardware können die Berechnungen für soziale Netzwerke mit hunderten Millionen Kanten in wenigen Minuten ausgeführt werden.

Aufbauend auf Kowaliks Approximationsschema wird ein Approximationsschema für die Arborizität eines Graphen mit derselben Laufzeit entwickelt. Im Gegensatz zu früheren Ansätzen approximiert dieses nicht nur den Wert der Arborizität, sondern berechnet auch eine dazugehörige Zerlegung in Wälder. Dies wird durch eine schnelle Konvertierung von $k$ Pseudowäldern in $k+1$ Wälder erreicht.

Basierend auf dem Konzept der maximalen Dichte kann ein gemischtganzzahliges lineares Programm (MILP) aufgestellt werden, um zusammenhängende Subgraphen zu finden, die eine lineare Funktion minimieren. Dieses Problem, das eng mit dem Steinerbaumproblem auf Graphen verwandt ist, ist im Allgemeinen NP-schwer. Für den Fall, dass die Anzahl der Knoten des Subgraphen genau $k$ betragen soll, wird das MILP mit einer anderen bestehenden Formulierung, den generalized subtour elimination constraints (GSEC), sowohl theoretisch als auch experimentell verglichen.

Eine weiteres Thema, das beleuchtet wird, ist die Approximation des Steinerbaumproblems auf Graphen mithilfe der bidirected cut relaxation ( $B C R$ ), welche äquivalent zu GSEC ist. Es wird gezeigt, dass der Algorithmus von Byrka et al. eine 1,354-Approximation berechnet, wenn die Instanzen keine Steinerklauen enthalten. Es wird zudem eine Idee zur Generierung schwieriger Instanzen vorgestellt, die jedoch nicht in verbesserten unteren Schranken an das integrality gap von $B C R$ resultiert.

This thesis deals with the problem of finding a subgraph of maximum density $d^{*}$ in a simple graph and related problems. The integral variant of the dual problem is to find an orientation with the smallest possible maximum indegree. This indegree is equal to the smallest number $p$ of pseudoforests into which the graph can be partitioned, and is therefore called pseudoarboricity.
It is shown that Kowalik's approximation scheme can be employed to accelerate the balanced binary search of the Gabow-Westermann algorithm in order to obtain a runtime of $\mathcal{O}\left(m^{3 / 2} \sqrt{\log \log p}\right)$ for determining $p$, where $m$ is the number of edges in the graph. A subgraph of density greater than $\left\lceil d^{*}\right\rceil-1$ can be determined within the same asymptotic runtime. In addition, the runtimes of several algorithms for determining $p$ are compared experimentally. On current hardware, the computations can be carried out in minutes for social networks with hundreds of millions of edges.

Building upon Kowalik's approximation scheme, an approximation scheme for the arboricity with the same asymptotic runtime is developed. In contrast to previous approaches, it does not only approximate the value of the arboricity, but also computes a corresponding forest partition. This is achieved using a fast conversion of $k$ pseudoforests into $k+1$ forests.

Based on the concept of maximum density, a mixed integer linear program (MILP) can be formulated for finding a connected subgraph that minimizes a linear function. This problem, which is closely related to the Steiner tree problem on graphs, is NP-complete in general. For the case where the number of vertices is required to be exactly $k$, the MILP is compared to an existing formulation, the generalized subtour elimination constraints (GSEC), both in theory and in practice.

Another topic under scrutiny is the approximation of the Steiner tree problem on graphs with the bidirected cut relaxation (BCR), which is equivalent to GSEC. It is shown that the algorithm of Byrka et al. computes a 1.354-approximation if the instances do not contain Steiner claws. Furthermore, an idea for generating hard instances is presented, yet it does not result in improved lower bounds on the integrality gap of $B C R$.
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## INTRODUCTION

If in a quadrilateral one asks for [...] the shortest connection system in the plane, then [...] you obtain quite an interesting mathematical problem [...]; as a matter of fact, I have on occasion considered the rail road connection between Harburg, Bremen, Hannover and Braunschweig, and I myself have thought that this problem would be an excellent prize problem for our students.

- Carl F. Gauss, letter to Heinrich C. Schumacher (1836)

Translated from German [Bra+14]
1.1 HISTORICAL BACKGROUND AND MOTIVATION


Figure 1.1: Examples of Steiner trees in the plane for a set of 70 randomly generated terminals (dots). The images were created with the GeoSteiner software package [Juh+18]. (a) A Steiner tree for Euclidean distances. (b) A Steiner tree for rectilinear distances.

Given a finite set of points in the plane, the Euclidean Steiner tree problem is to connect them with lines of minimum total Euclidean length. In order to do so, one may choose additional points where lines can end. These points are called Steiner points. The connecting lines in an optimum solution form a tree. An example can be seen in Figure 1.1a. The problem, which dates from the 19th century [Bra+14], was shown to be NP-hard [GGJ77], but is not known to be in NP. The rectilinear variant of the problem, where the Euclidean distance is replaced by the $L_{1}$ distance (Figure 1.1b), is NP-complete when the point coordinates are required to be integers [GJ77]. It has applications in circuit design, see [GJ77; FR83] for the relevant literature.


Figure 1.2: An instance of the Steiner tree problem in graphs. The squares are terminal vertices that must be selected, the circles are the optional Steiner vertices. An optimal solution of cost eleven is shown with bold edges and blue Steiner vertices. Solutions that do not use the Steiner vertex in the center have cost of at least twelve.

The related Steiner tree problem in graphs is one of the best-studied problems in computer science. The goal is to find a tree of minimum weight spanning a set of given terminal vertices in an undirected graph with nonnegative edge weights. Here, the non-terminal vertices are the optional Steiner vertices. An example can be seen in Figure 1.2. The problem is a generalization of the minimum spanning tree problem, in which all vertices are to be spanned. The latter was first described in 1926 by Borůvka [Bor26] with an application to power grids in Moravia in mind. While the minimum spanning tree problem can be solved in polynomial time, the Steiner tree problem in graphs is NP-complete [PSoz]. There are several integer linear programs (ILPs) that model the problem [GM93; PDo3].
The main ingredient of these ILPs is modeling the connectivity of the subgraph defined by the solution's assignment of vertex and edge variables. For this reason, they can be easily adapted to search for connected subgraphs that minimize (or maximize) a linear function, a problem that is in general also NP-complete. This problem has applications in bioinformatics, see for example [Ide+02; Bac+11; Alt+14], and these applications were the initial motivation for this thesis. In this area, the vertices typically represent genes or proteins, and the edge or vertex weights are determined from gene expression values [Sub+05; Din+o8; Gei+11]. In some settings (e.g., [Bac+11]), the input graph is directed, and the vertices in the solution should be reachable in the directed sense from a root vertex. This root vertex is interpreted as the so-called key player in a regulatory cascade. There are other approaches for identifying key players or otherwise 'biologically central' genes, for example via the dominating set problem [Mil+11; Naz+16] or finding paths of a specified length between certain proteins of interest [Zha+o8]
Another related and well-known NP-complete problem that also generalizes the minimum spanning tree problem is the $k$-cardinality


Figure 1.3: (a) A partition of a simple graph into two pseudoforests, indicated by red and blue edges. An orientation of the graph with maximum indegree two is given by arrowheads. (b) A partition of the same graph into three forests, indicated in red, blue, and black. A partition into two forests is not possible.
tree (or $k$-MST) problem. It asks for a tree of $k$ vertices with minimum total edge weight. It has applications in oil field leasing and facility layout planning [Ehr+97].

NP-complete problems can be solved in polynomial time if and only if the complexity classes $P$ and NP are equal, which is widely believed not to be true [Aar17]. Hence, one may turn to approximation algorithms that run in polynomial time. For the Steiner tree problem in graphs, the currently best approximation algorithm has an approximation factor of $\ln (4)+\epsilon<1.387$ [ $\mathrm{Byr}+13$ ]. It is based on the hypergraphic relaxation $(H Y P)$ [War98; PDo3]. Better approximation factors can be given in (uniformly) quasi-bipartite instances [Grö+o2; Fun+12; Byr+13], where the hypergraphic relaxation is as strong as the well-known bidirected cut relaxation ( $B C R$ ) [CKP1oa; Goe+12; Fun+12]. $B C R$ has great practical value, but is not well-understood. Its integrality gap is known to lie between 1.16 and 2 [Byr+13].

Since solving above problems is NP-hard, another avenue for practical considerations is to find connected subgraphs of maximum density. This so-called densest subgraph problem is solvable in polynomial time, even with nonnegative vertex and edge weights [Gol84]. The problem and its variants have been applied to clustering and community detection [ACo9; DGPo9; SG10; Ang+14; ELS15], as well as bioinformatics [Sah+10; Ma+17]. Curiously, the dual problem can be used as a basis for a mixed-integer linear programming (MILP) formulation for the Steiner tree problem in graphs and related problems [Cohio; Alt+14]. In contrast to previous approaches, this MILP formulation requires only a linear number of constraints and variables. This connection lead us to investigate the following problems. The dual problem of the densest subgraph problem is the smallest maximum indegree fractional orientation problem [Chaooa]. Its integral variant, which can be used to create data structures for edge membership queries in a graph [KNR92; CE91; AAR95; AMZ97; BF99], is equivalent to finding a partition of the graph into the smallest possible
number of pseudoforests [Bezoo; Kowo6]. This number is called the pseudoarboricity. An example of an optimal pseudoforest partition can be seen in Figure 1.3a on the preceding page. The pseudoarboricity problem is a special case of the matroid partitioning problem and was, along with the analogously defined arboricity for forest partitions, addressed specifically by Picard and Queyranne [PQ82] and Gabow and Westermann [Wes88; GW92; Gab98]. The strong relationship between pseudoforest and forest partitions can be exploited algorithmically [Wes88; GW92; Kowo6]. While there is an approximation scheme for the pseudoarboricity, previous approximation schemes [PST91; Kowo6; TG16] for the arboricity were nonconstructive, i.e., only its value was approximated and no corresponding forest partition was computed. Figure 1.3 b on the previous page shows an optimal forest partition of a graph.

The arboricity is an often-used measure for the density of a graph. Many results are stated for graphs of bounded arboricity, where some NP-complete problems become tractable [AGo8; ELSI3]. For several algorithms, it is possible to show better runtime estimates [CN85; GVo8; ELS 13 ] or approximation factors [BU17]. However, only a minority of algorithms actually use forest partitions explicitly. ${ }^{1}$ Distributed algorithms that do use forest partitions exist for the maximal independent set and graph coloring problems [BE1o] and the minimum dominating set problem [LWio].

### 1.2 STRUCTURE AND OUTLINE OF THE THESIS

This thesis deals with two classes of problems regarding connected subgraphs: polynomial-time solvable problems and NP-complete problems. Well-known definitions and theorems required for the thesis are given in Chapter 2. These are from graph theory, probability theory, complexity theory, algorithm design, linear algebra, matroid theory, linear programming, and network flow theory. They are typically covered to a large extent in computer science curricula and repeated here for completeness. It is assumed the reader is familiar with set theory and calculus on the undergraduate level. The theory of almost unit capacity networks in Section 2.15 was published in [Blui6] as a result of the writing of this thesis. These results are, however, straightforward generalizations of theorems by Even and Tarjan [ET75].

Chapters 3 to 12 deal with polynomial-time solvable problems: the densest subgraph problem, the smallest maximum indegree orientation problem, and the pseudoarboricity and arboricity problems.
In Chapters 3 and 4, we give an extensive review of the literature on the densest subgraph problem and its dual, the smallest max-

1 In some papers (e.g., [AMZ97]), forest partitions are used in order to obtain orientations of small maximum indegree, but this could be achieved from pseudoforest partitions.
imum (fractional) indegree orientation problem. We exhibit some mistakes made in these papers, and complement important results by investigating the relationship of various approaches and giving alternative proofs. We recast the balanced binary search technique, which was used by Gabow and Westermann [Wes88; GW92] for the pseudoarboricity problem, in terms of flows for the smallest maximum indegree orientation problem in Chapter 5. This technique reduces the logarithmic factor incurred by a binary search. Then, using Kowalik's approximation scheme [Kowo6], we shrink the search interval and reduce this factor even further in Chapter 6.

In Chapter 7, we concern ourselves with a linear-time algorithm that can compute a $1 / 2$-approximation for the densest subgraph problem and 2-approximations for the pseudoarboricity and arboricity problems [Epp94; AAR95; AMZ97; Chaooa; Bezoo; GPo7]. We show that a modification of this algorithm for the pseudoarboricity problem [Asa+07], which has a slightly better approximation factor and was previously known to run in quadratic time, can be implemented in linear time. We also reduce the runtime of Kowalik's approximation scheme for fixed $\epsilon>0$ by terminating the binary search early.

The smallest maximum indegree orientation problem is equivalent to the pseudoarboricity problem, which is closely related to the arboricity problem. These latter two are special cases of the covering problem for matroids. They are discussed in Chapter 8.

We propose conversions of a partition of $k$ pseudoforests into a partition of $k+1$ forests in Chapters 9 and 10: For $k \leq 3$, the conversion runs in linear time. For $k \geq 4$, we give an algorithm that runs in near-linear time when $k$ is fixed. This improves upon the divide-and-conquer conversion by Gabow and Westermann [Wes88; GW92]. We also show that one of the runtime analyses of their algorithm is erroneous. For every fixed $\epsilon>0$, our results imply a constructive near-linear time $(1+\epsilon)$-approximation algorithm for the arboricity.

In Chapter 11, we use the 2-approximation algorithm from Chapter 7 to obtain a linear-time preprocessing that reduces the graph size while preserving the maximum density and (pseudo-)arboricity. Using an algorithm of Gabow [Gab98], we are able to show a new conditional runtime estimate for the pseudoarboricity problem.

An experimental runtime comparison of algorithms for the pseudoarboricity problem based on maximum flow algorithms and linear programs is conducted in Chapter 12.

Chapters 13 to 19 deal with NP-complete subgraph problems. Chapter 13 gives an introduction to the topic. In Chapter 14, we investigate an integer linear program for the $k$-cardinality tree problem based on the maximum density and compare it to existing formulations. We show that the intersection of the polytope defined by an MILP based on orientations [Cohio; Alt+14] and the polytope defined by the generalized subtour elimination constraints (GSEC) [Fis+94; Chi+10]
is a subset of either of these polytopes. Experiments for the MILP, GSEC and the intersection are reported in Chapter 15.
Chapters 16 to 18 deal with the Steiner tree problem in graphs. We review existing algorithms and ILPs for the problem in Chapter 16. A randomized approximation algorithm by Byrka et al. [Byr+13] based on the hypergraphic relaxation is reviewed in Chapter 17. We modify the analysis for a better approximation factor of 1.354 in the special case of claw-free instances, and 1.25 for claw-free instances with uniform weights. Chapter 18 deals with instances that exhibit a large integrality gap for the bidirected cut relaxation. Based on a new idea for entangling two instances derived from the set cover problem, we conduct an experimental study in hope to find instances with larger integrality gaps than previously known, to no avail.
In Chapter 19, we review the maximum weight connected subgraph problem. We devise some preprocessing rules that can reduce instances considerably, which is demonstrated on real-world data, and briefly review existing algorithmic approaches.
The thesis is concluded in Chapter 20 with several open questions for future research.

### 1.3 COLLABORATION AND PUBLICATIONS

With the exception of the widely known theorems in the introductory chapter, all results that are not explicitly designated otherwise are contributions by the author.
Some results from Chapters 3, 4, 6, 11, and 12 were part of a conference paper at the 18th Workshop on Algorithm Engineering and Experiments (ALENEX 2016) [Blu16].
The results of Chapters 7 and 9 were made public in a preprint on $\mathrm{arXiv}^{2}$. The results of Chapter 10 were obtained in collaboration with Frank Fischer and have been accepted to the 46th International Conference on Current Trends in Theory and Practice of Computer Science (SOFSEM 2020), which will be held in Limassol, Cyprus, January $20-24,2020$. An extended preprint that contains all these results is available. ${ }^{3}$
An earlier paper [Alt+14] of the author on a problem of connected subgraphs with $k$ vertices (see Chapter 14) is cited because a portion of it was done as part of his Master's curriculum, and it contains considerable contributions by the other authors. Its results are extended in this thesis.

The preprocessing rules from Chapter 19 were presented at the 11th DIMACS Implementation Challenge workshop [AB14] in a collaboration with Ernst Althaus.

[^0]> On a visit to the NASA space center,
> President Kennedy spoke to a man
> sweeping up in one of the buildings. "What's your job here?", asked Kennedy. "Well, Mr. President," the janitor replied, "I'm helping to put a man on the moon."
> - Anonymous

In this chapter, we give the theoretical foundations for the following chapters. The material in Sections 2.1-2.13 is frequently covered in mathematics and computer science curricula. The lemmata and theorems in Sections 2.14 and 2.15 are slightly generalized, but follow the original proofs quite closely and should hence not be regarded as proper contributions.

### 2.1 BASIC DEFINITIONS

### 2.1.1 Set-Theoretic Foundations

As the basis of our studies, we use Zermelo-Fraenkel set theory, although we nowhere near employ its full power.

We denote the set of natural numbers $\{1,2,3, \ldots\}$ by $\mathbb{N}$ and the set of nonnegative integers $\{0,1,2,3, \ldots\}$ by $\mathbb{N}_{0}$. For $n \in \mathbb{N}$, we denote $[n]=\{1, \ldots, n\}$. The set of integers is denoted by $\mathbb{Z}$, the set of rational numbers by $Q$, and the set of real numbers by $\mathbb{R}$. To restrict these sets to nonnegative or positive numbers, we use sub- and superscripts as in $\mathbb{R}_{0}^{+}$and $\mathbb{R}^{+}$, respectively. The empty set is denoted by $\varnothing$ and the power set of a set $A$ by $\mathcal{P}(A)$.

We assume familiarity with propositional calculus (see Section 2.1.2) and the existential and universal quantifiers $\exists, \forall$, as well as settheoretic relations and operations such as the element $(\in)$ and subset $(\subseteq)$ relations, set product $(\times)$, set difference $(\backslash)$, intersection ( $\cap$ ), and union ( $\cup$ ). Two sets $A, B$ are disjoint if $A \cap B=\varnothing$. The disjoint union, i.e., the union together with the assertion that the sets are disjoint, is denoted by $\dot{U}$. If a set $A$ is the disjoint union of a family of nonempty sets, this family forms a partition of $A$. The cardinality of a finite set $A$ is denoted by $|A|$. For convenience, we define the set of 'unordered pairs without loops', $\binom{A}{2}:=\{\{a, b\} \mid a, b \in A, a \neq b\}$.

Given two sets $A, B$, a binary relation $\sim$ is a subset of $A \times B$. We write $a \sim b \Leftrightarrow(a, b) \in \sim$. If $A=B$, we say that $\sim$ is reflexive if $a \sim a$
for all $a \in A$, symmetric if $a \sim b \Rightarrow b \sim a$ for all $a, b \in A$, and transitive if $a \sim b, b \sim c \Rightarrow a \sim c$ for all $a, b, c \in A$. A binary relation that is reflexive, symmetric and transitive is called an equivalence relation. The equivalence class of $a \in A$ is the set $\{b \in A \mid b \sim a\}$. The equivalence classes of $A$ form a partition of $A$, denoted by $A / \sim$.

A function $f: A \rightarrow B$ is a relation $f \subseteq A \times B$ that is left-total and right-unique, i.e., every element in $A$ is mapped to a unique element in $B$. The set $f(X):=\{f(x) \mid x \in X\}$ is the image of $f$ on $X \subseteq A$.

A function that maps any two distinct elements in $A$ to distinct elements in $B$ is called injective. If for every $b \in B$, there exists $a \in A$ such that $a$ is mapped to $b$, the function is called surjective. A function that is both injective and surjective is called bijective. A set $S$ is countable if it is finite or there exists a bijection to $\mathbb{N}$.

For $n \in \mathbb{N}$, the symmetric group $\Sigma_{n}$ is the set of bijections on $[n]$. For $\sigma \in \Sigma_{n}$, the set of its inversions is

$$
\operatorname{inv}(\sigma):=\left\{(i, j) \in[n]^{2} \mid i<j, \sigma(i)>\sigma(j)\right\}
$$

and its signum is $\operatorname{sgn}(\sigma):=(-1)^{|\operatorname{inv}(\sigma)|}$.
We define the open and closed intervals

$$
(a, b):=\{x \in \mathbb{R} \mid a<x<b\}, \quad[a, b]:=\{x \in \mathbb{R} \mid a \leq x \leq b\}
$$

respectively, and likewise the half-open intervals $(a, b]$ and $[a, b)$.
The ceiling $\lceil\cdot\rceil: \mathbb{R} \rightarrow \mathbb{Z}$ and floor functions $\lfloor\cdot\rfloor: \mathbb{R} \rightarrow \mathbb{Z}$ are defined as

$$
\lceil x\rceil:=\min \{n \in \mathbb{Z} \mid n \geq x\}, \quad\lfloor y\rfloor:=\max \{n \in \mathbb{Z} \mid n \leq x\}
$$

A function $f: A \times A \rightarrow \mathbb{R}_{0}^{+}$is a metric or distance if for all $a, b, c \in A$,

1. $f(a, b)=f(b, a)$,
2. $f(a, b)=0 \Leftrightarrow a=b$,
3. $f(a, c) \leq f(a, b)+f(b, c)$.

We assume the reader is familiar with norms such as the absolute value and the Euclidean norm. A norm $\|\cdot\|$ on a vector space $A$ induces a metric via $f(a, b)=\|a-b\|$.

### 2.1.2 Propositional Calculus

Boolean variables $x_{1}, \ldots, x_{n}$ take values in $\{0,1\}$, where 1 and 0 are interpreted as 'true' and 'false', respectively. An element in $\{0,1\}^{n}$ is called an assignment to $x_{1}, \ldots, x_{n}$. Boolean formulae are defined inductively as follows:

- 1 and 0 are formulae.
- A Boolean variable $x$ is a formula.
- If $\phi$ is a formula, so is $(\phi)$.
- The negation $\neg \phi:=1-\phi$ ('not') of a formula is a formula.
- The conjunction $\phi \wedge \psi:=\min (\phi, \psi)$ ('and') of formulae $\phi, \psi$ is a formula.

We use the convention that $\neg$ has higher precedence than $\wedge$, but expressions in parentheses are evaluated first. For convenience, we can define further connectives, in further descending order of precedence:

- Disjunction: $\phi \vee \psi:=\neg(\neg \phi \wedge \neg \psi)$ ('or'),
- Implication: $\phi \Rightarrow \psi:=\phi \wedge \neg \psi$,
- Equivalence: $\phi \Leftrightarrow \psi:=\phi \Rightarrow \psi \wedge \psi \Rightarrow \phi$.

A literal is either a Boolean variable $x$ or its negation $\neg x$. An assignment of $x_{1}, \ldots, x_{n}$ for which $\phi$ evaluates to 1 is called satisfying. If a satisfying assignment exists, $\phi$ is called satisfiable. Two formulae $\phi, \psi$ are equisatisfiable if they are both satisfiable or both not satisfiable.

A formula $\phi\left(x_{1}, \ldots, x_{n}\right)$ is in conjunctive normal form (CNF) if

$$
\phi=\bigwedge_{i} \bigvee_{j} l_{i j}
$$

where each $l_{i j}$ is a literal of one of the $x_{1}, \ldots, x_{n}$. The formula is in $k$-CNF if every clause $C_{i}=\bigvee_{j} l_{i j}$ has at most $k$ literals.

### 2.2 GRAPHS

### 2.2.1 Vertices and Edges

Let $V$ be a nonempty set and let $E \subseteq V \times V$. Elements of $V$ are called vertices and elements of $E$ are called (directed) edges. For an edge $(u, v) \in E, u$ and $v$ are called its endpoints or end vertices, and $u$ is $v^{\prime}$ s predecessor. We sometimes write $u \rightarrow v$ or $v \leftarrow u$ for $(u, v)$ to emphasize the direction. The tuple $(V, E)$ is called a graph. In this thesis, we will only deal with finite graphs, i.e., $V$ is always a finite set. We implicitly assume that $V=\{1,2, \ldots,|V|\}$ when it is useful. A graph is said to be complete if $E=V \times V$. Sometimes, we allow multiple edges between two vertices, this can be formalized by a function $m: E \rightarrow \mathbb{N}_{0}$. Such a graph is called a multigraph.

For convenience, we will sometimes use the word node for a vertex in auxiliary structures to distinguish it from vertices in the input graph. In flow networks (Section 2.12), we will call directed edges arcs.

### 2.2.2 Undirected and Simple Graphs

A graph is undirected if for every $(u, v) \in E$, it follows that $(v, u) \in E$. In this case, we treat $(u, v)$ and $(v, u)$ as equivalent, and sometimes write $u v$. Formally, this corresponds to a set $E / \sim$, where $\sim$ is the equivalence relation defined by $(u, v) \sim(v, u)$. However, we simply write $E$ for short, and an edge is only counted once in $|E|$.

A graph is loop-free if $(v, v) \notin E$ for all $v \in V$. An undirected, loop-free graph is called simple. We will often refer to simple graph as graphs for short, as they are our main focus. The definition of completeness carries over in the obvious way. A complete simple graph on $n$ vertices is denoted by $K_{n}$.

### 2.2.3 Adjacency and Incidence

In simple graphs, an edge $e$ is called incident to $u \in V$ if one of its endpoints is $u$, and in this case $u$ is also said to be incident to $e$. The endpoints of $e$ are adjacent to each other. The set of vertices adjacent to a vertex $v$ is called its neighborhood $N(v)$. A vertex with an empty neighborhood is called isolated. If two distinct edges share an end vertex, they are also said to be adjacent.

The incidence matrix of a simple graph is a matrix (Section 2.9) $I \in\{0,1\}^{|V| \times|E|}$ where every row is associated with a vertex and each column with an edge. Every column corresponding to an edge $u v$ contains exactly two ones, one in row $u$ and one in row $v$.

The adjacency matrix of a simple graph is a matrix $A \in\{0,1\}^{|V| \times|V|}$ with $A_{u v}=1$ if and only if $u v \in E$. For runtime and space efficiency, it is often necessary to store only the neighbors of a vertex in a list, the adjacency list.

A simple graph $G=(V, E)$ is said to be bipartite if there exists a partition $V=V_{1} \dot{\cup} V_{2}$ such that every edge has one endpoint in $V_{1}$ and one in $V_{2}$.

Two graphs $G_{1}=\left(V_{1}, E_{1}\right), G_{2}=\left(V_{2}, E_{2}\right)$ are said to be isomorphic if there exists a bijection

$$
f: V_{1} \longrightarrow V_{2}
$$

such that $(u, v) \in E \Leftrightarrow(f(u), f(v)) \in E_{2}$.

### 2.2.4 Degrees and Orientations

In directed graphs, the integer $|\{(u, v) \mid u \in V\}|$ for $v \in V$ is called the indegree of $v$, denoted by $\operatorname{indeg}_{G}(v)$. Likewise, for a vertex $u \in V$ the integer $|\{(u, v) \mid v \in V\}|$ is called the outdegree of $u$, denoted by
outdeg $_{G}(u)$. We drop the index where the graph is clear from context. Clearly, we have

$$
\sum_{v \in V} \operatorname{indeg}(v)+\operatorname{outdeg}(v)=|E|
$$

In a simple graph, the size of the neighborhood of $u$ is called the degree of $u$, denoted by $\operatorname{deg}_{G}(u)$. The degree sum formula, due to Euler [Eul36], states that for a simple graph $G=(V, E)$,

$$
\begin{equation*}
\sum_{v \in V} \operatorname{deg}(v)=2|E| . \tag{2.1}
\end{equation*}
$$

This is because by summing the degrees, every edge is counted once from each of its endpoints. We will frequently use this formula throughout this thesis. The maximum degree among the vertices in a simple graph $G$ is denoted by $\Delta(G)$. Given a simple graph $G=(V, E)$, an orientation of $G$ is a directed graph $\vec{G}=(V, \vec{E})$ with $|\vec{E}|=|E|$ in the aforementioned sense and $E \subseteq \vec{E}$, i.e., for every edge in $G$ one of two possible directions is chosen. If for some $d \in \mathbb{N}_{0}, \operatorname{indeg}_{\vec{G}}(v) \leq d$ holds for every $v \in V$, then $\vec{G}$ is said to be a $d$-orientation. Fractional orientations will be introduced in Section 3.5 .

### 2.2.5 Subgraphs, Induced Subgraphs, and Matchings

A graph $H=\left(V_{H}, E_{H}\right)$ is a subgraph of a graph $G=(V, E)$ if $V_{H} \subseteq V$ and $(u, v) \in E_{H} \Rightarrow(u, v) \in E$. We write $H \subseteq G$ for short and $H \subsetneq G$ if $E_{H} \neq E$. For subgraphs $H_{1}, H_{2} \subseteq G$, we use the shorthand $H_{1} \cup H_{2}$ for the graph that consists of the union of the edges of $H_{1}$ and $H_{2}$ on the union of the vertices of $H_{1}$ and $H_{2}$. We analogously define $H_{1} \cap H_{2}$, with the exception that the intersection of the vertex sets must not be disjoint.

A subgraph $H$ is induced if from $(u, v) \in E$ and $u, v \in V_{H}$ it follows that $(u, v) \in E_{H}$, i.e., every edge present in the graph is always present in the subgraph if its endpoints are in the subgraph. The subgraph induced by a nonempty set $S \subseteq V$ is denoted by $G[S]$. The set of edges of $G[S]$ is denoted by $E[S]$. Likewise, for a set $T \subseteq E$, we define $V[T]$ to be the set of all vertices that are endpoint of at least one edge in $T$.

A matching is a subset of edges $M \subseteq E$ such that every vertex in $(V, M)$ has at most one neighbor.

### 2.2.6 Paths, Cycles, and Connected Components

In a (directed) graph, a path of length $n-1$ is a sequence of vertices $\left(v_{1}, \ldots, v_{n}\right)$ such that $\left(v_{i}, v_{i+1}\right) \in E$ for $i=1, \ldots, n-1$. We will sometimes write $v_{1} \rightarrow v_{2} \rightarrow v_{3}$ etc. for a clearer presentation of paths, and $v_{1} \rightsquigarrow v_{n}$ to denote some unspecified path from $v_{1}$ to $v_{n}$. A path forms a cycle if $v_{n}=v_{1}$ and $n \geq 2$.

In a simple path, no vertex may be visited twice. A simple cycle is a cycle that is a simple path (in the sense that $v_{1}=v_{n}$ is only visited once). In simple graphs, we are usually only interested in simple cycles, thus we will call them cycles for short. The only exception in this thesis are Euler tours, in which every edge is visited exactly once, but a vertex may be visited several times. A simple graph is said to be Eulerian if it has an Euler tour.

Theorem 2.2.1 ([Eul36; HW73]). A simple graph $G$ is Eulerian if and only if $G$ is connected and the degree of every vertex is even.

Hierholzer's algorithm [HW73] finds an Euler tour, if one exists, in linear time.

If there is a cycle present in a graph, it is called cyclic, and acyclic otherwise. Note that in a simple graph, a simple cycle must consist of at least three vertices, i.e., two vertices joined by an edge are not considered a simple cycle. In directed graphs, however, 1-cycles (loops) and 2-cycles can exist.

A simple graph is said to be connected if there is a path from every $u \in V$ to every $v \in V$. Define $u \sim_{c} v$ if and only if there is a path from $u$ to $v$. This is an equivalence relation on $V$, and we call the subgraphs induced by the equivalence classes in $V / \sim_{c}$ the connected components of the graph. If a (sub-)graph $(V, E)$ is connected, it is said to be spanning $V$.

A graph is $k$-(vertex)-connected if it has at least $k$ vertices and removing any $k$ vertices does not disconnect the graph. 2- and 3-connected graphs are called biconnected and triconnected, respectively. It is possible to determine the biconnected and triconnected components of a graph in linear time [ $\mathrm{HT}_{73}$ ]. A vertex that is in several biconnected components is called a cut vertex; removing such a vertex disconnects the graph.

### 2.2.7 Trees and Planarity

A forest is an acyclic simple graph. A tree is a connected forest. A vertex of degree at most one in a tree is called a leaf. If every tree in a forest is a path, the forest is said to be linear. A tree of $n \in \mathbb{N}$ vertices is a star if it has one vertex of degree $n-1$ and the other vertices (if any) are leaves. A star of four vertices is called a claw.

The following elementary lemma is quite useful, and we shall use it several times in this thesis.

Lemma 2.2.2. A simple graph $(V, E)$ is a tree if and only if it is acyclic and $|E|=|V|-1$.

A simple graph $G=(V, E)$ is connected if and only if it has a spanning tree, i.e., there is a subgraph with vertex set $V$ that is a tree.

A rooted tree is a tree with a distinguished vertex $r \in V$, the root. The height of a rooted tree is the maximum length of a path from $r$ to
any vertex $v \in V$. A binary tree is a tree where the degree of every vertex is bounded by three and the root's degree is bounded by two. A complete binary tree has $2^{i}$ vertices at height $i$ for every $i=0, \ldots, h$, where $h$ is the height of the tree.

Typically, one imagines the edges of the root as directed away from it, and recursively the neighbors of the root as roots of their respective subtrees, such that there is exactly one directed path from $r$ to every vertex $v \in V$. A directed graph with this property is called an arborescence.

A topological ordering of a directed graph $G=(V, E)$ is an ordering $\left(v_{1}, \ldots, v_{|V|}\right)$ of the set $V$ such that $v_{i} \rightarrow v_{j}$ implies $i<j$.

Lemma 2.2.3. A topological ordering of a directed graph $G$ exists if and only if $G$ is acyclic.

A graph is called planar if it can be represented in the plane by $|V|$ distinct points and simple curves for every edge such that curves only intersect in the vertex points. We omit a formal definition here. The plane is partitioned by such an embedding into faces. The single unbounded face is also called the outer face.

### 2.3 ASYMPTOTICS

When talking about the runtime of an algorithm, it is often not that important to determine the exact number of steps it takes. Rather, we are usually interested in an upper bound on the number of steps that is tight up to a constant factor and holds for all sufficiently large inputs. For a simplified presentation, we exclude zero from the definition here.

Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$. We define

$$
\begin{aligned}
& \mathcal{O}(f):=\left\{g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \mid \exists c>0 \forall x \in \mathbb{R}^{+}: g(x) \leq c f(x)\right\}, \\
& \Omega(f):=\left\{g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \mid f \in \mathcal{O}(g)\right\}, \\
& \Theta(f):=\mathcal{O}(f) \cap \Omega(f)
\end{aligned}
$$

Intuitively speaking, $\mathcal{O}(f)$ (read: 'big-oh of $f^{\prime}$ ' or sometimes 'oh of $f^{\prime}$ ) is the set of functions that dominate $f$ up to a constant factor (asymptotic upper bounds), $\Omega(f)$ is the set of functions that are dominated by $f$ up to a constant factor (asymptotic lower bounds), and $\Theta(f)$ is the set of functions that are asymptotically equivalent to $f$. Sometimes, one additionally uses

$$
\begin{aligned}
o(f) & :=\left\{g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \mid \forall c>0 \forall x \in \mathbb{R}^{+}: g(x)<c f(x)\right\}, \\
\omega(f) & :=\left\{g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \mid f \in o(g)\right\} .
\end{aligned}
$$

The above definitions can be generalized to functions $f:\left(\mathbb{R}^{+}\right)^{n} \rightarrow \mathbb{R}^{+}$, which is useful when analyzing graphs in terms of $|V|$ and $|E|$, or when the runtime in an approximation scheme depends on an error
parameter $\epsilon>0$. We follow the widespread notation that $g \in \tilde{\mathcal{O}}(f)$ (read: 'soft-oh of $f^{\prime}$ ) if $g \in \mathcal{O}\left(f \log ^{c} f\right)$ for some $c>0$. In other words, $\tilde{\mathcal{O}}$ hides polylogarithmic factors. For all asymptotic estimates, the baseless logarithm log is used because a change of base only constitutes a multiplication by a constant factor.
A function that is sometimes used in algorithm analysis is the iterated logarithm (to the base two), which for $x>0$ is defined as

$$
\log ^{*}(x):= \begin{cases}0, & x \leq 1 \\ 1+\log ^{*}\left(\log _{2}(x)\right), & x>1\end{cases}
$$

It counts how many times the binary logarithm has to be applied to reach a small constant (here, one). It grows very slowly, for example, consider

$$
x=2^{2^{2^{2^{2}}}} \approx 2 \cdot 10^{19,728} .
$$

The iterated logarithm of $x$ is the height of the exponential tower, namely $\log ^{*}(x)=5$. This function can be regarded as constant for all practical purposes.

For ease of notation, we define functional iteration as follows:

$$
f^{(i)}(n):= \begin{cases}n, & \text { if } i=0 \\ f\left(f^{(i-1)}(n)\right), & \text { if } i \geq 1\end{cases}
$$

A function that grows even more slowly than the iterated logarithm is the inverse Ackermann function. Ackermann [Ack28] and Sudan [Sud27] showed the existence of computable functions (Section 2.5) that grow faster than all primitive-recursive functions and are, in particular, not primitive-recursive. A popular simplified variant was described by Péter [Pét35]. The textbook of Cormen et al. [Cor+01] uses the following definition. For $k \geq 0$ and $j \geq 1$, define

$$
A_{k}(j):= \begin{cases}j+1, & \text { if } k=0 \\ A_{k-1}^{j+1}(j), & \text { if } k \geq 1 .\end{cases}
$$

The inverse Ackermann function is defined as follows:

$$
\alpha(n):=\min _{k \in \mathbb{N}_{0}}\left\{A_{k}(1) \geq n\right\} .
$$

We have $\alpha(n) \leq 4$ for all $n \leq 2^{2048} \approx 3.23 \cdot 10^{616}$, and this is a rather conservative estimate [Cor+01]. La Poutré [Pougo] uses a different, but asymptotically equivalent definition of the Ackermann function.

We omit the details and only state the first three 'row inverses' to illustrate their slow growth:

$$
\begin{aligned}
& \alpha(1, n):=\lceil\log n\rceil, \\
& \alpha(2, n):=\min _{k \in \mathbb{N}_{0}}\left\{\left\lceil\log ^{(k)} n\right\rceil=1\right\}=\log ^{*}(n), \\
& \alpha(3, n):=\min _{k \in \mathbb{N}_{0}}\left\{\left\lceil\log ^{*^{(k)}} n\right\rceil=1\right\},
\end{aligned}
$$

In this thesis, we will sometimes assume for runtime estimates that no vertex is isolated, and thus the number of edges $|E|$ is at least half the number of vertices. We do this because for the problems we consider, isolated vertices can be ignored, removed or dealt with separately. Thus, we use $\mathcal{O}(|E|)$ instead of $\mathcal{O}(|V|+|E|)$ in many places.

Often one considers a family (an indexed set) of instances, typically graphs, with certain properties. Sometimes better asymptotic estimates can be given for a certain family.

### 2.4 PROBABILITY THEORY

We give an introduction to (discrete) probability theory. Since the set of elementary events is always countable in this thesis, we can use its power set as the set of all events. (This is an example of a $\sigma$-algebra.) We largely follow the textbook by Mitzenmacher and Upfal [MUo5], which also uses this approach for a shorter and more accessible presentation.

Definition 2.4.1. Let $S$ be a countable set, the set of elementary events. A subset $A \subseteq S$ is called an event. A discrete probability distribution on $S$ is a function

$$
\operatorname{Pr}: 2^{S} \rightarrow[0,1]
$$

that satisfies for a sequence $\left(A_{i}\right)_{i \in \mathbb{N}}$ of disjoint events $A_{i} \subseteq S$

$$
\begin{aligned}
\operatorname{Pr}(S) & =1 \\
\operatorname{Pr}\left(\bigcup_{i \in \mathbb{N}} A_{i}\right) & =\sum_{i \in \mathbb{N}} \operatorname{Pr}\left(A_{i}\right) .
\end{aligned}
$$

We write $\operatorname{Pr}[\cdot]$ instead of $\operatorname{Pr}(\cdot)$. Two events $A, B \subseteq S$ are said to be independent if $\operatorname{Pr}[A \cap B]=\operatorname{Pr}[A] \cdot \operatorname{Pr}[B]$.

The following statements are readily proved: For any two events $A, B$, we have $\operatorname{Pr}[A \cup B]=\operatorname{Pr}[A]+\operatorname{Pr}[B]-\operatorname{Pr}[A \cap B]$. The union bound is the simple fact

$$
\operatorname{Pr}\left(\bigcup_{i \in \mathbb{N}} A_{i}\right) \leq \sum_{i \in \mathbb{N}} \operatorname{Pr}\left(A_{i}\right)
$$

for events $\left(A_{i}\right)_{i \in \mathbb{N}}$. We say that an event $A$ depending on $n \in \mathbb{N}$ happens with high probability if $\operatorname{Pr}[A] \geq 1-n^{-c}$ for some $c>0$.

Definition 2.4.2 (Random Variable). Let $X: S \rightarrow \mathbb{R}$ be a function, a real-valued random variable, which we will call random variable for short. For $x \in \mathbb{R}$, we write ' $X=x^{\prime}$ as a shorthand for the event $\{s \in S \mid X(s)=x\}$. Two random variables $X, Y$ are independent if for all $V, W \subseteq \mathbb{R}$, the events

$$
A=\{s \in S \mid A(s) \in V\}, \quad B=\{s \in S \mid B(s) \in W\}
$$

are independent.
Definition 2.4.3 (Expected Value). The expected value (or expectation) of a random variable $X$ is

$$
\mathbf{E}[X]:=\sum_{x \in \mathbb{R}} x \operatorname{Pr}[X=x],
$$

if it exists.
The average is a special case of the expected value for the uniform distribution, where all elementary events have equal probability.

Theorem 2.4.4 (Linearity of Expectation). Let $X, Y$ be a random variables, and $a \in \mathbb{R}$. Then

$$
\mathbf{E}[a X+Y]=a \mathbf{E}[X]+\mathbf{E}[Y] .
$$

Note that the above theorem does not require independence of the random variables. As we shall consider an algorithm that may potentially run endlessly in Chapter 17, we need the following extension to infinite sums of expected values.

Theorem 2.4.5. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of real-valued random variables with $\sum_{i \geq 1} \mathbf{E}\left[\left|X_{i}\right|\right]<\infty$. Then

$$
\begin{equation*}
\mathbf{E}\left[\sum_{i \geq 1} X_{i}\right]=\sum_{i \geq 1} \mathbf{E}\left[X_{i}\right] . \tag{2.2}
\end{equation*}
$$

We next turn to conditional probabilities.
Definition 2.4.6. Let $A, B$ be events such that $\operatorname{Pr}[B]>0$. The conditional probability that event $A$ occurs given that $B$ occurs is

$$
\operatorname{Pr}[A \mid B]:=\frac{\operatorname{Pr}[A \cap B]}{\operatorname{Pr}[B]}
$$

If $A, B$ are independent, we have $\operatorname{Pr}[A \mid B]=\operatorname{Pr}[A]$, which is intuitive.

Definition 2.4.7. Let $X$ be a random variable and let $A$ be an event with $\operatorname{Pr}[A]>0$. Then the conditional expectation of $X$ given that $A$ occurs is

$$
\mathbf{E}[X \mid A]:=\sum_{x \in \mathbb{R}} x \operatorname{Pr}[X=x \mid A] .
$$

The following lemma is obvious.
Lemma 2.4.8. Let $X, Y$ be random variables. Then

$$
\mathbf{E}[X]=\sum_{\substack{y \in \mathbb{R} \\ \operatorname{Pr}[Y=y]>0}} \operatorname{Pr}[Y=y] \mathbf{E}[X \mid Y=y] .
$$

### 2.4.1 The Coupon Collector Problem

Imagine a collector buys items, and each item comes with one of $n$ distinct coupons, uniformly distributed. How many items must the collector buy in expectation until she has collected all coupons? Let $e_{i}$ denote the expected number of buys the collector has to make in order to increase the number of distinct collected coupons from $i$ to $i+1$. When the next buy is made, the coupon has not been collected yet with probability $(n-i) / n$. It has been collected already with probability $i / n$, in this case we are in the same situation as before with $i$ distinct coupons. Hence

$$
\begin{equation*}
e_{i}=1+\frac{i}{n} e_{i} . \tag{2.3}
\end{equation*}
$$

It can be shown ${ }^{1}$ that $e_{i}<\infty$, therefore we may rearrange (2.3) to

$$
\begin{equation*}
e_{i}=\frac{n}{n-i} . \tag{2.4}
\end{equation*}
$$

The expected number of buys is now

$$
\sum_{i=0}^{n-1} e_{i}=\sum_{i=0}^{n-1} \frac{n}{n-i}=n \sum_{i=1}^{n} \frac{1}{i}=n H_{n}
$$

where $H_{n}$ is called the $n$-th Harmonic number, which is bounded as $\mathcal{O}(\log n)$. The standard proof is via the lower sum of

$$
\int_{1}^{x} \frac{1}{s} d s=\ln x .
$$

A proof that avoids calculus is possible via proving $\sum_{i=1}^{2^{k}-1} \frac{1}{i} \leq k$ by induction on $k$. We can conclude that $\mathcal{O}(n \log n)$ buys have to be made in expectation in order to collect all coupons.

[^1]
### 2.5 ALGORITHMS AND MACHINE MODELS

An algorithm is a finite set of instructions that is run on an input and, in case it terminates, has an output. Formally, it can be defined as a Turing machine [Tur36], which can be shown to be equivalent to a program on a random-access machine [CR73]. The latter is similar to present-day computers. We will give a brief overview.

A random-access machine (RAM) has registers in which it can store integers. Rational numbers can be represented with two integers. Some of these registers may hold the input value(s), and some may be used for the output. The input size is the total length of the input values in binary representation. One designated 'working register' is called accumulator, it holds the result of the current computation and is initially zero. An operation such as 'ADD 5' would cause the accumulator to increase its content by 5 . Basic operations are addition, subtraction, multiplication and division. They can also address a register rather than a constant, for example 'ADD *5' to add the content of register 5 to the accumulator.
A program for a random access machine is a finite sequence of instructions. After an instruction has been carried out, the next instruction in the sequence is loaded. When the end of the sequence has been reached, the program halts and its output is in the registers. In addition to the arithmetic operations described above, there is an operation 'JZERO $i$ ' that jumps to instruction number $i$ if the accumulator's content is zero, otherwise the next instruction is loaded. It is easy to see that loops can be implemented using the JZERO operation and registers for counting.
An algorithm is said to be partially correct if it outputs the correct solution (with regard to the task we expect it to do) if it terminates. If in addition the algorithm always terminates, it is said to be (totally) correct.
An obvious obstacle are irrational numbers, which cannot be represented exactly in a computer in an explicit way. ${ }^{2}$ We will assume that either only natural numbers are allowed in registers (negative numbers and fractions can be represented with additional registers), or that the machine is powerful enough to somehow handle irrational numbers without an actual binary representation. Even in the latter scenario, irrational numbers may be problematic. For example, the Ford-Fulkerson algorithm need not terminate for irrational capacities, but there are algorithms that always terminate (see Sections 2.12.4 and 2.13). We will also state theorems such as 'Given a flow, it can be converted into $\ldots$ '. Even if the total value of the flow is an integer, the flow going through an arc could be, say, $\pi$ and on another it could be $4-\pi$, adding to 4 . Reasonable maximum flow algorithms on

2 A subset of the irrational numbers are the uncomputable numbers. For such a number, no algorithm exists that can compute the $i$-th digit in finite time for every index $i$.
networks with rational capacities do not introduce irrational numbers, however.

A tricky question a theoretical computer scientist has to deal with is how to count the number of computational steps or the cost of the operations carried out by an algorithm, and which operations algorithms are allowed to be performed in the first place. The number of steps are often referred to as time, as they directly translate to time in the physical sense for a given number of operations per second. The maximum amount of space the algorithm requires at any time during the computation is also sometimes of interest.

A precise way of accounting is the logarithmic cost model (or Turing machine model), in which the number of bits involved in an operation is counted. This model is reasonable when the numbers during the computation become large.

In the uniform cost model (or arithmetic model), every operation costs a single unit. This is somewhat reasonable because current processor architectures perform an addition of two 64-bit numbers 'in one go' (taking a few clock cycles), and not 'bit-by-bit'. This limiting size is called the word size. If the operands of an operation exceed 64 bits, the processor has to perform multiple 64-bit operations. If, for example, the edge capacities in some graph-theoretic problem are bounded by $2^{64}$, which they are for most applications, the uniform cost model is a good choice. It suffices for the reader to assume the uniform cost model for the results in this thesis. However, for complexity-theoretic considerations, machines with unlimited precision are unreasonably powerful [BMS81].

Fredman and Willard introduced the transdichotomous model [FW93]. It assumes that multiplication, addition and their inverse operations can be performed in constant time on numbers of size $\mathcal{O}(\log n)$, where $n$ is the size of the total input. This is a reasonable compromise between the two models (hence the name). ${ }^{3}$ The shift from 32-bit architectures to 64 -bit architectures in the 2000 s could be seen as such an adaptation of the machines to growing demands. We shall use this model as a formal basis in this thesis unless stated otherwise.

### 2.6 COMPLEXITY CLASSES

Problems in computer science can be stated in the form of yes-or-no questions (decision problems), as tasks of determining an optimal value (evaluation problems), and of finding a solution that attains the optimal value (search problems).

Formally, decision problems are represented as sets of words over a finite set, the alphabet. Given an alphabet $\Sigma$, the set $\Sigma^{*}$ denotes all finite tuples, called words or strings, that can be formed with elements

[^2]in $\Sigma$. This includes the unique empty word of length zero. A set $L \subseteq \Sigma^{*}$ is referred to as a language, or occasionally (somewhat imprecise) as a problem. It is sufficient to consider the binary alphabet $\{0,1\}$, other alphabets can be simulated by appropriate encoding. The characteristic function of $L$ is the indicator function
$$
\chi_{L}: \Sigma^{*} \longrightarrow\{0,1\}
$$
with $\chi_{L}(x)=1 \Leftrightarrow x \in L$.
If there is an algorithm that computes a function $f$, i.e., outputs the function value $f(x)$ for every argument $x$ in finite time, then $f$ is called computable. If the characteristic function of a language $L$ is computable, $L$ is said to be decidable. There are undecidable problems, the most notable being the halting problem [Tur36; Soa16].

The decidability of problems is investigated in computability theory. On the other hand, complexity theory focuses on decidable problems, and further distinguishes them according to their time or space complexity, to name the most commonly measured resources. Of particular interest are problems that can be decided in polynomial time (usually measured on a Turing machine), where the runtime of an algorithm is bounded by a polynomial in the input size. ${ }^{4}$ The class of these problems is denoted by P. Cobham's thesis [Cob65] identifies problems that can be efficiently solved in practice with problems in the class $P$. While the thesis has proved its worth in many cases, a runtime of, say, $\mathcal{O}\left(n^{1000}\right)$ is clearly prohibitively large even for moderate values of $n$. In fact, the time hierarchy theorem [HS65; ABo9] guarantees that problems exist that are solvable in $\mathcal{O}\left(n^{1000}\right)$ time but not in, say, $\mathcal{O}\left(n^{999}\right)$ time. While the runtime in complexity theory usually refers to Turing machines, a random-access machines can simulate a Turing machine running in time $\mathcal{O}(T(n))$ in time $\mathcal{O}\left(T(n)^{3}\right)$ [CR73]. The following definitions hence apply for random-access machines as well.

The class NP is the set of problems $X$ that can be verified by an algorithm $V$ that runs in polynomial time, the verifier: An instance $I \in \Sigma^{*}$ is in $X$ if and only if there exists a certificate $C$ such that $V(I, C)$ outputs 1 in polynomial time.

Intuitively speaking, problems can be transformed into other problems such that solving the transformed problem solves the original. A (many-one) reduction from $A \subseteq \Sigma^{*}$ to be $B \subseteq \Gamma^{*}$ is a computable function $f: \Sigma^{*} \rightarrow \Gamma^{*}$ with $a \in A \Leftrightarrow f(a) \in B$. If the reduction can be computed in polynomial time, it is said to be a polynomial-time reduction or Karp reduction. In this case, we write $A \leq_{p} B$.

There is another, more general type of reduction that amounts to calling an algorithm as a subroutine ('black box'): A language $A$ is

[^3]said to be Turing-reducible to $B$ if $A$ can be decided given an oracle for $B$ : The algorithm is given the power to query whether a string is in $B$; the answer to this question is correctly returned. ${ }^{5}$ If in addition, the algorithm runs in polynomial time, in particular with a polynomial number of polynomially-sized queries to the oracle, $A$ is said to be Cook-reducible to $B$. While Cook's original paper [Coo71] uses Cook reductions to define NP-hardness, most textbooks use the simpler Karp reductions.

A language $L$ is said to be $N P$-hard if $K \leq_{p} L$ for every $K$ in NP. If a language is both in NP and NP-hard, it is called NP-complete. It is widely conjectured that NP does not equal $P$, and many results depend on this assumption [Aar17]. Note that this conjecture does not imply that NP-complete problems require exponential time to solve, i.e., every algorithm that decides the problem would need $\Omega\left(2^{n^{c}}\right)$ time for some $c>0$. It could be the case that, say, $\mathcal{O}\left(n^{\log n}\right)$ time suffices.

Theorem 2.6.1. Let $A \subseteq \Sigma^{*}, B \subseteq \Gamma^{*}$ be languages, and let $A \leq p$.

1. If $A$ is NP-hard, then $B$ is also NP-hard.
2. If $B$ is in $N P$, then $A$ is in $N P$.
3. If $B$ is in $P$, then $A$ is in $P$.

The proof of this theorem is straightforward, and 1 . and 2. also hold for Cook reductions when altering the hardness definition to Cook reductions. But are there problems that are NP-hard, or even NP-complete?

The halting problem is easily shown to be NP-hard, but it is not NPcomplete. An example of an NP-complete problem is deciding whether a proof of some length $n$ exists for a given mathematical statement [ABooc. ${ }^{6}$ While the generality of this problem makes it plausible that the problem is hard to solve, and indeed the NP-completeness proof is easy, the Cook-Levin Theorem establishes NP-completeness of a combinatorial problem that appears to be much simpler at first glance.

Definition 2.6.2 (Satisfiability Problem (SAT)). Given a formula $\phi$ in conjunctive normal form, is there a satisfying assignment for $\phi$ ?

Theorem 2.6.3 (Cook-Levin Theorem, [Coo71; Lev73]). SAT is NPcomplete.

Since checking a given assignment for a SAT instance is possible in polynomial time, SAT is in NP. A rough sketch of the NP-hardness proof is as follows. By definition, every problem $X$ in NP has a

[^4]polynomial-time verification algorithm in form of a Turing machine $T_{X}$. Given $T_{X}$, the execution of $T_{X}$ on an $X$-instance $I$ can be encoded in a SAT formula that is satisfiable if and only if $T_{X}(I)$ accepts. Therefore $X \leq{ }_{p}$ SAT.
If the instances of SAT are restricted to be in $3-C N F$, the problem is called 3SAT. A SAT instance can be transformed into an equisatisfiable 3SAT instance in polynomial time by splitting clauses and adding linking variables. This establishes NP-completeness of 3SAT and is useful to show NP-hardness of several problems such as the clique problem.

Definition 2.6.4 (Clique Problem). Given a simple graph $G$ and $k \in \mathbb{N}$, is there a complete subgraph of $k$ vertices (a $k$-clique)?

NP-hardness of the clique problem can be proved by transforming a formula $\phi$ in 3-CNF with $k$ clauses into a graph that contains a $k$-clique if and only if $\phi$ is satisfiable [Kar72].

### 2.7 APPROXIMATION ALGORITHMS

Sometimes, exact computation is too time-demanding, hence one may turn to approximation algorithms. For $c \geq 1$, a $c$-approximation algorithm for a minimization problem with optimum value OPT is a polynomial-time algorithm whose output has value at least $O P T$ and at most $c \cdot$ OPT. Sometimes, the value itself is the output, as opposed to the solution attaining the value. In a maximization problem, the value must be between $c \cdot O P T$ and $O P T$ for $c \leq 1$. The algorithm may be randomized and the approximation factor may be achieved in expectation only. The value $c$ is called the approximation factor or the approximation ratio.

In a minimization problem, a polynomial-time approximation scheme (PTAS) is an algorithm that computes a $(1+\epsilon)$-approximation within a runtime that is polynomial in the input size for every fixed $\epsilon>0$. If the runtime is polynomial in both the input size and $\epsilon$, it is called a fully polynomial-time approximation scheme (FPTAS). The definition is analogous for maximization problems with $(1-\epsilon)$.
An excellent resource on the topic is Vazirani's textbook [Vazoi].

### 2.8 BREADTH-FIRST AND DEPTH-FIRST SEARCH

Two of the most basic graph algorithms are breadth-first search (BFS) and depth-first search (DFS). DFS was first described by Trémaux in 1876 (see [Luc82]). BFS was first described by Zuse in his doctoral thesis in 1945, which was rejected for formal reasons and published only much later [Zus72]. Excellent resources on the topic are the textbooks by Cormen et al. [Cor+oi] and Even [Evei1].

```
Algorithm 2.1: Breadth-first search on a graph \(G=(V, E)\) with
that can be used to build the level graph of \(G\).
    visited[s] = true
    predecessor[s] = null
    distance[s] \(=0\)
    Queue \(Q=\{s\}\)
    while \(Q \neq \varnothing\) do
        \(u=Q\). removeFirst();
        foreach \((u, v) \in E\) do
            if visited \([v]=\) false then
                visited \([v]=\) true
                distance \([v]=\) distance \([u]+1\)
                predecessor \([v]=u\)
                Q.addLast(v)
```

start vertex $s \in V$. In addition, distance labels are computed

Let $G=(V, E)$ be a (directed or undirected) graph and $s \in V$ be a start vertex. A vertex $v \in V$ is reachable from $s$ if there is a path $s \rightsquigarrow v$. Reachability is easily seen to be reflexive and transitive. In undirected graphs, it is also symmetric.

Using transitivity, BFS and DFS compute the set of all vertices reachable from $s$. The main difference is the order in which vertices are visited. Using either of the two, it is straightforward to compute the connected components of a simple graph. Moreover, a path from $s$ to each vertex $v$ in the same connected component can be reconstructed: Both algorithms store the predecessor for each vertex $v$ on the BFS (or DFS) path from $s$ to $v$. It is also easy to modify the algorithms in order to determine whether the component contains a cycle, which we shall use extensively in Chapters 9 and 10.
Breadth-first search can be implemented to find the shortest distances (measured by the number of edges) from $s$ to every vertex $v$ in the same connected component. We will use this to construct a level graph in Dinitz's algorithm (Section 2.13). BFS can also be used to recognize whether a graph is bipartite.

BFS is implemented with a queue: When a vertex is first discovered in the search, it is added at the end of the queue. Elements are retrieved from the start of the queue (the 'first-in, first-out' principle). A pseudocode description of BFS can be found in Algorithm 2.1 on this page. In DFS, a stack is used: When a vertex is first discovered, it is put on top of the stack. Elements are retrieved from the top of the stack (the 'last-in, first-out' principle). A pseudocode description of DFS can be found in Algorithm 2.2 on the next page.

DFS and BFS can both be used to find augmenting paths in flow networks (see Subsection 2.12.3), which is done by checking whether
a 'sink' vertex $t$ can be reached from a 'source' vertex $s$ in the residual network.

```
Algorithm 2.2: Depth-first search on a graph \(G=(V, E)\) with
start vertex \(s \in V\).
    visited [s] = true
    predecessor \([s]=\) null
    Stack \(S=\{s\}\)
    while \(S \neq \varnothing\) do
        \(u=\) S.removeTopElement();
        foreach \((u, v) \in E\) do
            if visited[v] = false then
                visited \([v]=\) true
                predecessor \([v]=u\)
                S.addOnTop(v)
```


### 2.9 LINEAR ALGEBRA

We will only consider the vector space $\mathbb{R}^{n}$ (over the field $\mathbb{R}$ ) in our studies. An element

$$
x=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right) \in \mathbb{R}^{n}
$$

is called a (column) vector. While the arrangement of the entries $x_{i}$ in vertical or horizontal order does not change the properties of $x$, it is useful to think of vectors as columns by default. A row vector is written as the transpose $x^{T}=\left(x_{1}, \ldots, x_{n}\right)$. For vectors, we write $x \leq y$ if $x_{i} \leq y_{i}$ for all $i \in\{1, \ldots, m\}$, and likewise for $\geq$.
A real matrix $A \in \mathbb{R}^{m \times n}$ is an array

$$
\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
a_{21} & \cdots & a_{2 n} \\
a_{m 1} & \cdots & a_{m n}
\end{array}\right) .
$$

We may also write $A_{i j}$ for $a_{i j}$. The matrix can be viewed as an ordering of $n$ column vectors

$$
A^{(j)}=\left(\begin{array}{c}
a_{1 j} \\
\vdots \\
a_{m j}
\end{array}\right), \quad \quad j=1, \ldots, n,
$$

or $m$ row vectors $a_{i}=\left(a_{i 1}, \ldots, a_{i n}\right), i=1, \ldots, n$.

The transpose $A^{T} \in \mathbb{R}^{m \times n}$ of a matrix is defined as

$$
A_{i j}^{T}:=A_{j i}, \quad(i, j) \in\{1, \ldots, m\} \times\{1, \ldots, n\}
$$

The product of two matrices $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{n \times k}$ is defined as

$$
(A \cdot B)_{i j}:=\sum_{l=1}^{n} A_{i l} B_{l j} .
$$

The matrix product can be computed with $\mathcal{O}(m n k)$ multiplications and additions of real numbers. The matrix-vector product $A x$ is this product for $B=x$. The inner product (also called dot product or scalar product) of two vectors $x, y \in \mathbb{R}^{n}$ is $y^{T} x=x^{T} y$.

A collection of vectors $x_{1}, \ldots, x_{k}$ is said to be linearly independent, if from

$$
\sum_{i=1}^{k} \lambda_{i} x_{i}=0
$$

it follows that $\lambda_{i}=0$ for all $i \in\{1, \ldots, k\}$. Otherwise, the vectors are called linearly dependent.

For $n \in \mathbb{N}$, we denote the $(n \times n)$ identity matrix by

$$
I_{n}:=\left(\begin{array}{ccc}
1 & & \\
& \ddots & \\
& & 1
\end{array}\right)
$$

all non-diagonal entries being zero. A square matrix $A \in \mathbb{R}^{n \times n}$ is invertible if there exists $A^{-1} \in \mathbb{R}^{n \times n}$ such that $A A^{-1}=I_{n}=A^{-1} A$. A square matrix is invertible if and only if its rows (or columns) are linearly independent. A non-invertible square matrix is called a singular matrix.

The determinant of a square $(n \times n)$-matrix $A$ is defined as follows.

$$
\operatorname{det}(A):=\sum_{\sigma \in \Sigma_{n}} \operatorname{sgn}(\sigma) \prod_{i=1}^{n} a_{i, \sigma(i)} .
$$

A matrix has determinant zero if and only if it is singular.

```
2.10 MATROID THEORY
```

Given a (finite) ground set $S$, a matroid is a set system $M \subseteq \mathcal{P}(S)$ with the following properties:

1. $\varnothing \in \mathcal{M}$,
2. $X \in \mathcal{M}, Y \subseteq X \Rightarrow Y \in \mathcal{M}$,
3. $X, Y \in \mathcal{M},|X|>|Y| \Rightarrow \exists x \in X \backslash Y: Y \cup\{x\} \in \mathcal{M}$.

A set system satisfying only 1 . and 2 . is called an independence system.
The restriction that $S$ be finite is not necessary, but simplifies the presentation in our computational setting. A matroid is called loopless if for every element $x \in S$ we have $\{x\} \in \mathcal{M}$ (an $x$ with $\{x\} \notin S$ is called a loop). In this thesis, all examples of matroids are loopless, and the definition is only needed for technical reasons.

The sets $X \in M$ are called independent sets, the sets in $\mathcal{P}(S) \backslash \mathcal{M}$ are called dependent. This is a generalization of independence in linear algebra, as the following proposition shows.

Proposition 2.10.1. Let $A$ be a matrix and $S$ be the set of its columns. Let

$$
\mathcal{I}=\{X \subseteq S \mid \text { the elements of } X \text { are linearly independent }\}
$$

Then $\mathcal{I}$ is a matroid.
For a matroid $\mathcal{M}$ over $S$ and $X \subseteq S$, the $\operatorname{rank} \rho_{\mathcal{M}}(X)$ is the maximum cardinality of an independent subset of $X$. We may drop the subscript when the matroid is clear from context.

The rank of a matroid $\mathcal{M}$ is $\rho(\mathcal{M}):=\max _{X \in \mathcal{M}} \rho_{\mathcal{M}}(X)$. In the situation of Proposition 2.10.1, the rank of a subset $X$ of columns is exactly the rank of the matrix defined by these columns.

### 2.11 LINEAR PROGRAMMING

Many optimization problems can be modeled by linear inequalities and a linear objective. For an introduction to linear optimization, we recommend the textbooks by Bertsimas and Tsitsiklis [BT97] and Schrijver [Sch99].

### 2.11.1 Linear Programs and the Canonical Form

In a linear program (LP), one optimizes a linear cost function $c^{T} x$ defined by a cost vector $c \in \mathbb{R}^{n}$ over a set of variables $x \in \mathbb{R}^{n}$, which is constrained by $m$ linear constraints. For $i \in\{1, \ldots, m\}$, the $i$-th constraint has one of the three following possible forms

$$
\begin{align*}
a_{i}^{T} x & \geq b_{i}  \tag{2.5}\\
a_{i}^{T} x & \leq b_{i}  \tag{2.6}\\
a_{i}^{T} x & =b_{i}, \tag{2.7}
\end{align*}
$$

where $a_{i} \in \mathbb{R}^{n}$ and $b_{i} \in \mathbb{R}$. Note that an equality (2.7) can be expressed by two inequalities (2.5) and (2.6). An inequality of the type ' $\leq$ ' can be turned into a ' $\geq$ '-inequality by multiplying it with -1 , and vice versa.

The linear cost function is also called the objective function. By default, we consider minimization problems. One can turn a minimization problem into a maximization problem by multiplying the the cost vector $c$ by -1 , and vice versa.

We say that a linear program is in canonical form if it is of the form

$$
\begin{array}{crl}
\min & c^{T} x & \\
\text { s. t. } & A x & \geq b, \\
& x & \in \mathbb{R}^{n},
\end{array}
$$

for $A \in \mathbb{R}^{n \times m}, c \in \mathbb{R}^{n}, b \in \mathbb{R}^{m}$. By the above considerations, every linear program can be re-written in canonical form.

A vector $x \in \mathbb{R}^{n}$ is called a feasible solution to the linear program if it satisfies all $m$ constraints. Often, bounds on a variable $x_{i}$ are imposed. Although this could be modeled by constraints in the matrix $A$, it is commonplace and useful to write down these constraints separately.

If $x \in \mathbb{R}^{n}$ is a feasible solution and minimizes the objective, it is called an optimal feasible solution, and the objective value it attains is called the optimum value. If there is no feasible solution, we call the linear program infeasible, and feasible otherwise. If the program is feasible but the minimum does not exist, we call the linear program unbounded.

### 2.11.2 Polyhedra and Extreme Points

A linear program in canonical form defines a polyhedron

$$
P=\left\{x \in \mathbb{R}^{n} \mid A x \geq b\right\},
$$

it is the intersection

$$
\bigcap_{i \in\{1, \ldots, m\}}\left\{x \in \mathbb{R}^{n} \mid a_{i}^{T} x \geq b_{i}\right\}
$$

of 'half-spaces'. If the polyhedron is bounded, it is called a polytope. If the linear program is unbounded with respect to the objective, then the polyhedron is unbounded. The reverse does not hold in general.

For points $x_{1}, \ldots, x_{k}$ and coefficients $\lambda_{1}, \ldots, \lambda_{k} \in[0,1]$ that satisfy $\sum_{i=1}^{k} \lambda_{i}=1$, the sum

$$
\sum_{i=1}^{k} \lambda_{i} x_{i}
$$

is called a convex combination. A set $X \subseteq \mathbb{R}^{n}$ is convex if every convex combination of two points in $X$ is also in $X$. The convex hull of a set of points is the set of all convex combinations of these points.

It is easy to show that every polyhedron is convex. A point $x \in P$ that cannot be expressed as a convex combination of two points $x_{1}, x_{2} \neq x$ in $P$ is called an extreme point. If for a point $x \in P$ there is a hyperplane

$$
H=\left\{y \in \mathbb{R} \mid c^{T} y=b^{\prime}\right\}
$$

with $x \in H$, but $y \notin H$ for every $y \in P \backslash\{x\}$, then $x$ is called a vertex of $P$.
A linear inequality is tight (or active) if it holds with equality. For the following discussion, we extend the definition of polyhedra to allow for equalities. A point $x \in \mathbb{R}^{n}$ is called a basic solution if all equality constraints are active at $x$, and there are at least $n$ linearly independent active constraints for $x$. If in addition, $x \in P$, it is called a basic feasible solution. If there are more than $n$ constraints active at $x$, it is called degenerate.

Theorem 2.11.1. For a polyhedron $P \subseteq \mathbb{R}^{n}$ with $x \in P$, the following are equivalent:

1. $x$ is an extreme point,
2. $x$ is a vertex,
3. $x$ is a basic feasible solution.

### 2.11.3 Duality

Definition 2.11.2 (Dual linear program). Given a linear program

$$
\begin{aligned}
\max & c^{T} x \\
\text { s. t. } & A x \leq b, \\
& x \geq 0,
\end{aligned}
$$

called the primal program, the dual linear program is given by

$$
\begin{array}{ll}
\min & y^{T} b \\
\text { s.t. } & A^{T} y \geq c, \\
& y \geq 0 .
\end{array}
$$

The following lemma justifies the term 'duality'.
Lemma 2.11.3. The dual program of the dual program is the primal program.

Proof. By multiplying the objective function of the minimization problem with -1 , one obtains a maximization problem, and by multiplying the constraints with -1 , the ' $\geq$ '-inqualities become ' $\leq$ '-inequalities. Since $\left(A^{T}\right)^{T}=A$ and $y^{T} b=b^{T} y$ the claim follows.

By noting that $A^{T} y=y^{T} A$, it is straightforward to prove that the optimal objective value of the dual problem is an upper bound on the optimal objective value of the primal problem.

Theorem 2.11.4 (Weak Duality Theorem). If $x \in \mathbb{R}^{n}$ is a primal feasible solution, and $y \in \mathbb{R}^{m}$ is a dual feasible solution, then $c^{T} x \leq y^{T} b$.

In particular, if the primal program is unbounded, then the dual program is infeasible.

A central theorem of linear programming theory is that the optimum values are in fact equal.

Theorem 2.11.5 (Strong Duality Theorem [Neu63; GKT51]). If the primal problem has an optimal feasible solution, so does the dual problem, and their optimal objectives are equal.

A proof of this theorem is possible with a variant of Farkas's lemma.
Theorem 2.11.6 (Farkas's Lemma [Faro2]). For $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$, exactly one of the following two systems is feasible:

$$
\begin{aligned}
& \left\{x \in \mathbb{R}^{n} \mid A x=b, x \geq 0\right\}, \\
& \left\{y \in \mathbb{R}^{m} \mid A^{T} y \geq 0, y^{T} b<0\right\} .
\end{aligned}
$$

Corollary 2.11.7. For $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$, exactly one of the following two systems is feasible:

$$
\begin{aligned}
& \left\{x \in \mathbb{R}^{n} \mid A x \leq b, x \geq 0\right\} \\
& \left\{y \in \mathbb{R}^{m} \mid A^{T} y \geq 0, y^{T} b<0, y \geq 0\right\} .
\end{aligned}
$$

### 2.11.4 Total Unimodularity

Let us turn to an important special case of constraint matrices. A submatrix of a matrix $A$ is created by deleting a collection of rows and columns.

Definition 2.11.8. (Total unimodularity) A matrix $A$ is totally unimodular (TU) if every square non-singular submatrix has determinant 1 or -1 .

In particular, each entry in a TU matrix is $+1,-1$, or 0 .
Lemma 2.11.9. A matrix $A$ is TU if and only if $A^{T}$ is TU.
Lemma 2.11.10 ([HK56]). The incidence matrix of a simple graph $G$ is $T U$ if and only if $G$ is bipartite.

Theorem 2.11.11 ([HK56]). Let $A \in\{0,1,-1\}^{m \times n}$ be a TU matrix. For every integral vector $b \in \mathbb{Z}^{m}$, the vertices of

$$
\left\{x \in \mathbb{R}^{n} \mid A x \leq b, x \geq 0\right\}
$$

are integral.
We say that a polytope is integral if all its vertices are integral. Theorem 2.11.11 is useful because of the following fact.

Lemma 2.11.12. For every nonempty polytope, there is an optimal feasible solution that is an extreme point.

### 2.11.5 Algorithms to Solve Linear Programs

The simplex method is a classic and often-used algorithm to solve linear programs. While its worst-case running time is exponential, it often performs well in practice. The simplex method was first described by Dantzig [Dan49; Dan51; Dan63] following von Neumann's groundbreaking work in economics [Neu38].

A rough overview of the algorithm (for polytopes) is as follows. Suppose the linear program is feasible and we are given a basic feasible solution. The algorithm moves along the edges of the polytope from vertex to vertex in a direction of reduced cost, i.e., moving along such an edge improves the objective. Once a vertex is reached where no direction of reduced cost exists, we have found an optimal (basic) feasible solution. (This proves Lemma 2.11.12.)
As there may be several directions of reduced cost, one has to choose one using a pivoting rule. An iteration takes $\mathcal{O}\left(m^{3}+m n\right)$ time with Dantzig's rule. However, instances exist where the number of iterations is exponential $\left[\mathrm{KM}_{72}\right]$. It is an open question whether variations of the simplex method exist whose runtime is sub-exponential.
Another paradigm for solving LPs are interior point methods, which move through the interior of the polyhedron. The first (weakly) polynomial algorithm for solving LPs is the ellipsoid method by Khachiyan [Kha79], who built upon work by Shor [Sho77]. Karmarkar [Kar84] later gave another weakly polynomial algorithm whose practical performance was competitive. The question whether there is a strongly polynomial algorithm for solving LPs is still open.

### 2.11.6 Integer Linear Programs

If all variables are required to take integer values, we speak of integer linear programs (ILPs). If this required only for some variables, we speak of mixed integer linear programs (MILPs). We shall assume minimization problems in this subsection. The following theorem illustrates how ILPs can model combinatorial problems, and also shows that solving ILPs is presumably hard.

Theorem 2.11.13 ([Kar72]). Solving ILPs is NP-complete, even for binary variables.

Proof sketch. A given solution can be verified in polynomial time. To show NP-hardness, we use a reduction from 3SAT. For every variable $x_{i}$ of the 3SAT instance $\phi\left(x_{1}, \ldots, x_{n}\right)$, we use a binary variable $x_{i}$ in the integer linear program. As a shorthand, let

$$
l_{i j}= \begin{cases}x_{k}, & \text { if } C_{i j}=x_{k}, \\ \left(1-x_{k}\right), & \text { if } C_{i j}=\neg x_{k}\end{cases}
$$

For every clause $C_{i}$ of the instance, create a constraint

$$
l_{i 1}+l_{i 2}+l_{i 3} \geq 1 .
$$

It is easy to see that $\phi$ is satisfiable if and only if the ILP has a feasible solution.

Many combinatorial problems have a straightforward interpretation as ILPs. If the integrality constraints are dropped, the resulting LP is called the relaxation of the (M)ILP. A solution to the relaxation is called a fractional solution. Feasible fractional solutions provide us with lower bounds to the objective and can help in designing approximation algorithms. For example, a fractional assignment to a variable $x$ can be rounded to the nearest integer. There are also randomized algorithms that interpret such an assignment as a probability if $x$ is a binary variable (possibly after appropriate scaling).

Let us consider two (mixed) integer linear programs on the same variable space that have the same feasible integral solutions with polytopes $P_{1}, P_{2}$ corresponding to their relaxations. Let us further assume for simplicity that the zero vector is a feasible solution for both.

From the standpoint of optimization, if $P_{1} \subsetneq P_{2}$, then $P_{1}$ is favorable because there are 'less feasible fractional solutions'. More precisely, if $x \in P_{2} \backslash P_{1}$, without loss of generality a vertex, then there are objective functions such as $\sum_{i=1}^{n}-x_{i}$ for which $x \in P_{2}$ is optimal, and no feasible solution in $P_{1}$ has the same objective value. Thus, the objective of an optimum feasible solution to $P_{1}$ will be closer to the objective value of an optimal integral feasible solution than the objective value of $x$ is. Hence, by solving the linear program of $P_{1}$ we obtain a better bound. Thus we say that the linear program of $P_{1}$ is a strictly stronger relaxation for the MILP than the linear program of $P_{2}$.

Sometimes, two MILPs have different variable spaces. It may still be possible to compare the strength of their relaxations by an appropriate transformation. For example, one ILP may have one variable $x_{u v}$ for each edge $u v$ in an undirected graph, while another has two variables $y_{(u, v)}, y_{(v, u)}$ for the oriented edges $(u, v)$ and $(v, u)$. By using the projection $x_{u v}=y_{(u, v)}+y_{(v, u)}$, one can compare the polyhedra.

The integrality gap is a useful concept for measuring how tight a relaxation is.

Definition 2.11.14. Consider a minimization (M)ILP for instance $i$ that has at least one feasible integer solution. Let $O P T(i)$ and $O P T_{f}(i)$ denote the optimum feasible integral and fractional solutions, respectively. The ratio

$$
\frac{O P T(i)}{O P T_{f}(i)}
$$

is called the integrality gap or integrality ratio of the instance. 7 The supremum

$$
\sup _{i \text { instance }} \frac{O P T(i)}{O P T_{f}(i)}
$$

over all instances for the problem is called the integrality gap of the (M)ILP.

An integrality gap of at most $c$ often translates into an approximation algorithm with approximation factor $c$. In reverse, an integrality gap of at least $c$ means that, based on the relaxation alone, we cannot hope for an approximation factor less than $c$. Of course, using other ideas, one may be able to obtain a factor of less than $c$.

### 2.11.7 Branch-and-Bound and Branch-and-Cut

In order to solve (M)ILPs, one can use the branch-and-bound technique. In the following, let us assume the case of ILPs for a simpler presentation.

Branching refers to the tree that is constructed in the search. The root node corresponds to the relaxation of the given ILP, and is the current node initially. A branching rule creates children for a current node, each with additional constraints such that the optimum solution of the current node must be in one of its children. Ideally, the solution spaces of the children are disjoint.
One branching rule is variable fixing that creates children for each of the possible integer values of a chosen variable. For example, if a variable $x_{i}$ is binary, we can create two branches, one where $x_{i}=0$ and one where $x_{i}=1$ is mandated. Another rule is constraint insertion. For example, for an integer variable $x_{i}$ we may insert a constraint $x_{i} \leq k$ for one child and $x_{i} \geq k+1$ for the other.
A current node can be 'solved' by branching on it directly or solving the relaxation of its ILP first. If the relaxation is infeasible, we can stop the search in the current node. If the optimum feasible fractional solution is integral, we can also stop the search in this node. It it is not integral, we obtain a lower bound $c$ for the objective value of the ILP in this node. If we somehow know for the global integral objective OPT that $O P T<c$, then we can stop the search in this branch of the tree. Otherwise, we will have to branch.
In order to know that $O P T<c$, we can maintain the value of the best known feasible integral solution, the incumbent, because each integral feasible solution provides us with an upper bound on OPT. In order to find such solutions, heuristics can be used, even during the branch-and-bound process. For example, we could apply rounding to

7 If we have $O P T_{f}(i)=0$, we use the convention that $\frac{O P T(i)}{O P T_{f}(i)}=1$ if $O P T(i)=0$, and $\frac{O P T(i)}{O P T_{f}(i)}=\infty$ otherwise.
a feasible fractional solution. If the rounded solution is also feasible, this possibly improves the incumbent.

In order to select the next current node among the unsolved nodes, we need a search strategy. There are several search strategies, most commonly depth-first, breadth-first, and best-first. The first two are self-explanatory from Section 2.8. Using the depth-first strategy yields feasible integral solutions faster than breadth-first and is therefore particularly useful when no heuristic for generating good feasible integral solutions is available. The best-first strategy selects the node with the best lower bound, as it is 'the most promising'.

The cutting-plane method can be applied if the number of constraints is large, maybe even exponential in the input size. Instead of using all constraints at the beginning, one may start with a smaller subset. Once this restricted program has been solved, one has to determine whether some constraint that has not been used is violated. If no such constraint exists, we are done. Otherwise, we add at least one of these violated constraints and continue solving. Typically, one does not have to add the full set of constraints.

The process of finding violated constraints is called separation because a violated constraint is a hyperplane that separates the current feasible solution from the convex hull of the feasible integral solutions.

The cutting-plane method can be integrated into the branch-andbound method. The result is called the branch-and-cut method.

### 2.12 THE MAXIMUM FLOW PROBLEM

### 2.12.1 Flows as Linear Programs

Given a directed graph $G=(V, E)$ without loops and with two distinguished vertices $s \neq t$, called the source and sink, and a capacity function $c: E \rightarrow \mathbb{R}_{0}^{+}$, we call the tuple $(V, E, c, s, t)$ a flow network. Excellent resources are the textbooks [Cor+o1; Eve11].

Some authors allow infinite capacities on the arcs as well, which we do not. We call the vertices of the network nodes and the edges arcs to avoid confusion, unless we want to emphasize that they directly correspond to the vertices and edges of a given graph. Without loss of generality, we can assume no arc enters the source and no arc leaves the sink. ${ }^{8}$ This will make the presentation less complicated.

We wish to send flow from $s$ to $t$, i.e., find an assignment $f: E \rightarrow \mathbb{R}_{0}^{+}$. The source $s$ has an infinite supply of flow and $t$ can absorb an infinite amount of it. An arc can only carry as much flow as its capacity allows, i.e., $f(u, v) \leq c(u, v)$ must hold for every $(u, v) \in E$. If need be, a tuple $(u, v) \notin E$ can be modeled as a zero-capacity arc. For runtime analyses we discard such arcs. Sometimes, we will write $f(v, S)$ for

[^5]

Figure 2.1: (a) A flow of value three. The number left of the slash is the amount of flow the arc carries, the number to its right is the arc's capacity. (b) The flow's residual network. There is an augmenting path $s \rightarrow 2 \rightarrow 1 \rightarrow t$ (blue) that allows augmenting the flow by one. (c) The augmented flow. It is maximum as there is no augmenting path in its residual network (not shown).
$S \subseteq V$ as a shorthand for the total amount of flow going from node $v$ to the nodes in $S$.

The amount of flow that enters a node $v \notin\{s, t\}$ must be equal to the amount that leaves it. The latter property is called flow conservation ${ }^{9}$. A flow is called integral if $f(u, v) \in \mathbb{N}_{0}$ for every arc $(u, v) \in E$. An example of a flow is given in Figure 2.1a. Formally, we can state the maximum flow problem as

$$
\begin{array}{rlr}
\max \quad v \\
\text { s.t. } \quad v-\sum_{(v, t) \in E} f(v, t) & =0 \\
\sum_{(s, v) \in E} f(s, v)-v & =0 \\
\sum_{(u, v) \in E} f(u, v) & \\
-\sum_{(v, u) \in E} f(v, u) & =0, & \\
f(u, v) & \leq c(u, v), & \\
f(u, v) & \geq 0, & (u, v) \in E \\
v & \geq 0 . & \tag{2.14}
\end{array}
$$

The amount $v$ that emanates from the source for a feasible assignment $f$ is called the value of the flow and denoted by $|f|$. Constraint (2.9) in the formulation is redundant, but adding it makes it easier to establish a connection to the minimum cut problem in the following subsection. If a capacity constraint (2.12) is tight, we call the corresponding arc saturated.

[^6]
### 2.12.2 The Minimum Cut Problem

An $s$ - $t$-cut in the network is defined as a partition $V=S \dot{\cup} T$ with $s \in S, t \in T$. We write $(S, T)$ for short. Given such a cut $(S, T)$, its capacity is defined as

$$
c(S, T):=\sum_{u \in S, v \in T} c(u, v) .
$$

The minimum cut problem is to find a cut in the network with minimum capacity crossing the cut. The maximum flow and minimum cut problems are dual to one another. To see this, we look at the dual program of (2.8)-(2.14).

$$
\begin{array}{rlrl}
\min & \sum_{(u, v) \in E} x_{(u, v)} c(u, v) & \\
\text { s.t. } & y_{u}-y_{v}+x_{(u, v)} & \geq 0, & (u, v) \in E, \\
y_{t}-y_{s} & =1, & \\
x_{(u, v)} & \geq 0, & (u, v) \in E, \\
& y_{v} \in \mathbb{R}, & v \in V . \tag{2.19}
\end{array}
$$

One may wonder how the variables should be interpreted to see that this is indeed a linear program for the minimum cut. As the variables $y$ do not appear in the objective function, and in each constraint, a difference of two such variables appears, one can fix $y_{v}=0$ for exactly one $v \in V$ without affecting feasibility or the objective. We do this for $y_{s}=0$, and by Constraint (2.17), this determines $y_{t}=1$. It is now possible to interpret a variable $y_{v}$, when restricted to the range $\{0,1\}$, as an indicator variable for $v$ being on the $t$-side of the cut. The following lemma is immediate.

Lemma 2.12.1. For every cut $(S, T)$, the solution

$$
\begin{aligned}
y_{v} & = \begin{cases}1, & \text { if } v \in T \\
0, & \text { otherwise }\end{cases} \\
x_{(u, v)} & = \begin{cases}1, & \text { if } u \in S \text { and } v \in T \\
0, & \text { otherwise }\end{cases}
\end{aligned}
$$

is feasible for (2.16)-(2.18), and the objective value (2.15) it attains is the capacity $c(S, T)$.

This lemma shows that the minimum (2.15) is a lower bound to the capacity of any $s$-t-cut. Furthermore, solutions to the minimum cut LP can be converted into a cut with the same value:

Lemma 2.12.2. Given a feasible solution to (2.16)-(2.18) with value $v$, there is a cut $(S, T)$ with capacity $c(S, T) \leq v$.

In order to prove this, one can use the fact that the minimum cut LP has a TU constraint matrix. Theorem 2.11.11 and Lemma 2.11.12 can then be applied. We can now state the central theorem of network flow theory, the Max-Flow Min-Cut Theorem.

Theorem 2.12.3 (MFMC Theorem [FF56; EFS56]). Let $f$ be a maximum flow and $(S, T)$ be a minimum cut. Then $|f|=c(S, T)$.

Proof. The LPs (2.8)-(2.14) and (2.15)-(2.18) are always feasible and dual to one another. By the Strong Duality Theorem (Theorem 2.11.5) the optimum values of the LPs are equal. By combining Lemma 2.12.1 and Lemma 2.12.2, the optimum value of the LP (2.16)-(2.18) is the capacity of a minimum cut.

Without loss of generality, we can work with net flow: Given a feasible flow $f$, for each $\operatorname{arc}(u, v) \in E$ we define $\tilde{f}(u, v):=f(u, v)-$ $f(v, u)$. This implies the skew symmetry property

$$
\tilde{f}(u, v)=-\tilde{f}(v, u), \quad(u, v) \in E
$$

and the capacity constraints and flow conservation are still satisfied. The only difference is that the flow value on an arc may be negative.

Lemma 2.12.4. For every flow $f$ and any cut $(S, T)$ we have

$$
\tilde{f}(S, T)=|f| .
$$

Proof. We use an inductive argument. The claim holds for the cut $(\{s\}, V \backslash\{s\})$ by definition of $|f|$. Let the claim hold for a cut $(S, T)$, and let $x \in T \backslash\{t\}$. If we move $x$ from $T$ to $S$ to obtain $\left(S^{\prime}, T^{\prime}\right)$, the value $\tilde{f}(S, T)$ decreases by $\tilde{f}(S, x)$ and increases by $\tilde{f}(x, T)$.

By skew symmetry and flow conservation, the net increase is thus

$$
\tilde{f}(x, T)-\tilde{f}(S, x)=\tilde{f}(x, T)+\tilde{f}(x, S)=0
$$

Hence, $\tilde{f}\left(S^{\prime}, T^{\prime}\right)=|f|$. We can obtain any cut in the network by moving the appropriate nodes from $T$ to $S$ one by one.

It is possible to determine a minimum cut from any given maximum flow.

Theorem 2.12.5. Given a maximum flow, a minimum cut in the same network can be determined in linear time.

This theorem will be proved in the next subsection.

### 2.12.3 Maximum Flows by Augmenting Paths

Theorem 2.12.5 is useful because the maximum flow problem is often not solved with LP solvers that can construct an optimal dual solution simultaneously, but by 'combinatorial' algorithms. The first such
method was given by Ford and Fulkerson [FF57]. Imagine we start with the zero flow, i.e., $f(u, v)=0$ for every $(u, v) \in E$. Determine a path of non-saturated arcs $\left(e_{1}, e_{2}, \ldots, e_{k}\right)$ from $s$ to $t$, if one exists. Such a path can be found with a depth-first search, where an arc may be traversed unless saturated. Then, let $\Delta=\min _{i=1}^{k} c\left(e_{i}\right)-f\left(e_{i}\right)$. It is now possible to increase the flow on each arc on the path by $\Delta$. Flow conservation and the capacity constraints are maintained, and the value of the flow increases by $\Delta$. Repeating the step until $t$ cannot be reached from $s$ yields an increasingly greater flow value. However, this need not lead to a maximum flow even if the process terminates. Consider Figure 2.10 on page 34: There is no such path from $s$ to $t$, yet the flow is not a maximum flow. We have to be able to revert previous choices by sending flow in the opposite direction, which causes flow to be 'cancelled out'.

In order to formalize this idea, it is convenient to operate on the residual network. An example is given in Figure 2.1b on page 34.

Definition 2.12.6 (Residual Network). Given a flow network $N=$ ( $V, E, c, s, t$ ) and a flow $f$ in $N$, the residual network is defined as $N_{f}:=$ $\left(V, E_{r}, c_{f}, s, t\right)$, where $(u, v) \in E_{r}$ if $f(v, u)>0$ or $c(u, v)-f(u, v)>0$. We set $c_{f}(u, v):=f(v, u)$ in the former case and $c_{f}(u, v):=c(u, v)-$ $f(u, v)$ in the latter.

The residual network is quite intuitive to understand. If we find a path $p=\left(e_{1}, \ldots, e_{k}\right)$ in it from $s$ to $t$, we can augment the flow $f$ (as a function on $V \times V)$ by the minimum value $\Delta=\min _{i=1}^{k} c_{f}\left(e_{i}\right)$ on this path. Such a path is thus called an augmenting path. The following lemma generalizes this idea.

Lemma 2.12.7. Let $N=(V, E, c, s, t)$ be a flow network and $f$ be a flow in $N$ (as a function on $V \times V$ ). Let $f_{r}$ be a flow in $N_{f}$. Then

$$
f^{\prime}(u, v)=f(u, v)+f^{\prime}(u, v)-f(v, u)
$$

is a flow in $N$ with value $\left|f^{\prime}\right|=|f|+\left|f_{r}\right|$.
The proof is quite technical and can be found in [Cor+01]. The basic Ford-Fulkerson algorithm is now easily formulated: Start with a feasible flow $f$, for example the zero flow. Construct the residual network $N_{f}$. Find an augmenting path in $N_{f}$, and augment $f$ with it. Construct the residual network for the augmented flow, and repeat.

The partial correctness of the Ford-Fulkerson method hinges on the following fact, which we shall now prove rigorously.

Lemma 2.12.8. Let $f$ be a feasible flow in a flow network $N$. Then $f$ is maximum if and only if there is no $f$-augmenting path in $N_{f}$.

Proof. ' $\Rightarrow$ ': By contraposition. If there is an $f$-augmenting path, then $f$ is clearly not maximum, for otherwise it could be augmented by Lemma 2.12.7.
' $\Leftarrow$ ': If there is no augmenting path, then $t$ cannot be reached from $s$ in $N_{f}$. Let $S \subseteq V$ be the set of nodes reachable from $s$ in $N_{f}$, and let $T=V \backslash S$. Clearly, $(S, T)$ is a cut. If for $u \in S$ and $v \in T$ there is an arc $(u, v) \in E$, then we have $f(u, v)=c(u, v)$, for otherwise $v$ would be in $S$. If there is an $\operatorname{arc}(v, u) \in E$, then $f(v, u)=0$, for otherwise $v$ would also be in $S$. If neither $(u, v)$ nor $(v, u)$ are in $E$, we have $f(u, v)=0=f(v, u)$. Thus,

$$
\tilde{f}(S, T)=\sum_{u \in S} f(u, v)-\sum_{v \in T} f(v, u)=\sum_{u \in S} c(u, v)=c(S, T) .
$$

By Lemma 2.12.4 we can conclude $c(S, T)=|f|$. Assume for the sake of contradiction that $f$ is not a maximum flow. Then there is a maximum flow $f^{\prime}$ with

$$
\begin{equation*}
\left|f^{\prime}\right|>|f|=c(S, T) . \tag{2.20}
\end{equation*}
$$

By the MFMC Theorem, $\left|f^{\prime}\right|$ equals the capacity of the minimum cut, which contradicts (2.20).

We now return to the question of finding a minimum cut.
Proof of Theorem 2.12.5. If $f$ is maximum, then there is no augmenting path in $N_{f}$ by Lemma 2.12.8. We can construct the cut $(S, T)$ used in its proof of capacity $|f|$ (i.e., a minimum cut) in linear time with breadth-first search.

The following lemma will be useful in the runtime analysis of Dinitz's algorithm in Section 2.15 .

Lemma 2.12.9. Given a flow network $N$ with maximum flow value $M$ and some flow $f$, the maximum flow value $M_{r}$ in the residual network $N_{f}$ is equal to $M-|f|$.
Proof. For any cut $(S, T)$, we have by Lemma 2.12.4

$$
|f|=\tilde{f}(S, T)=\sum_{u \in S, v \in T} f(u, v)-\sum_{u \in S, v \in T} f(v, u)
$$

and

$$
c_{f}(S, T)=\sum_{u \in S, v \in T}(c(u, v)-f(u, v))+\sum_{u \in S, v \in T} f(v, u) .
$$

Combining the two equations yields

$$
\begin{equation*}
c_{f}(S, T)=\sum_{u \in S, v \in T} c(u, v)-|f| . \tag{2.21}
\end{equation*}
$$

If we minimize $c_{f}(S, T)$, we also minimize the right-hand side of (2.21). As $|f|$ is constant, this implies that a minimum cut in $N_{f}$ is also a minimum cut in $N$. Let $(S, T)$ now be a minimum cut in $N_{f}$.

By applying the MFMC Theorem twice on (2.21), we have

$$
M_{r}=c_{f}(S, T)=M-|f|
$$

as desired.
We will now prove total correctness of the Ford-Fulkerson algorithm in case the capacities are integers.

Theorem 2.12.10. If all capacities are integers, the Ford-Fulkerson algorithm terminates with an integral maximum flow of value $M$ in time $\mathcal{O}(M|E|)$.

Proof. Clearly, if the capacities are integers, then the increment value $\Delta$ in the first iteration is an integer, and the capacities in the residual network of the $\Delta$-augmented flow are integers as well. Inductively, this means that if the algorithm terminates, it finds an integral flow.

As the maximum flow value is an integer, and every augmentation increases the value of the current flow by at least one, the algorithm must terminate after at most $M$ augmentations, each of which takes $\mathcal{O}(|E|)$ time.

Ford and Fulkerson show that the algorithm need not terminate for irrational capacities [FF10]. If the capacities are rational, we can multiply with the least common multiple of their denominators to obtain integral capacities. After this integral problem has been solved, we can divide again to obtain a maximum flow in the original problem: As multiplication and division by positive numbers correspond to scaling the flow LP, this preserves feasibility and optimality.

### 2.12.4 Flow Algorithms and Their Runtimes

If a flow is decomposed into several flows, of which each only carries flow along a single path, the sum of these pathlengths can be as large as $\Theta(|V||E|)$ [GR98; GT14]. This is called the flow decomposition barrier because it implies that algorithms which augment the flow one path at a time, and paths arc-by-arc, have a runtime of $\Omega(|V||E|)$. This does not mean, however, that $\Omega(|V||E|)$ is a lower bound for the maximum flow problem: It does, for example, not apply to solving the linear program for flows, algorithms based on the push-relabel paradigm (e.g., [GT88b]) or algorithms that use special data structures to manipulate entire paths (such as link-cut trees [ST81]).

The first algorithm to break this bound for dense graphs was given by Cheriyan et al. [CHM96], it runs in time $\mathcal{O}\left(|V|^{3} / \log |V|\right)$. It partitions the adjacency matrix of the network into submatrices of size $1 \times\lfloor\log (|V|)\rfloor$, which can then be processed in constant time by table look-ups of $\log (|V|)$-sized integers. After decades of research and many intermediate results, Orlin [Orli3] was able to achieve the runtime $\mathcal{O}(|V||E|)$ in general.

If all capacities are equal to one ('unit capacities'), Dinitz's algorithm runs in

$$
\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right)\right)
$$

time [ET75; Kar73], as we will see in the following sections. These bounds were recently beaten after decades of research in two breakthrough papers by Mądry [Mądi3] and Lee and Sidford [LSi4].
Mądry's algorithm uses a primal-dual technique for a matching problem and electrical flow computations. The maximum flow problem is reduced to the matching problem. The algorithm runs in time $\tilde{\mathcal{O}}\left(|E|^{10 / 7}\right)$. The Lee-Sidford algorithm, which is an interior-point method, has runtime $\tilde{\mathcal{O}}(|E| \sqrt{|V|})$ on unit capacity networks.

An application of these algorithms (Theorem 4.1.4) renders some of our results in Chapters 6 and 11 (published in [Blui6]) obsolete, although we think they still have some merits.

If the capacities are integers bounded by $U$, the celebrated binary blocking flow algorithm of Goldberg and Rao [GR98], which generalizes ideas of Dinitz's algorithm, runs in time

$$
\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right) \log \left(\frac{|V|^{2}}{|E|}\right) \log U\right)
$$

It uses link-cut trees and additional steps such as determining and contracting strongly connected components in order to obtain an acyclic network for the blocking flow algorithm. After the flow computation, the components are de-contracted and the flow is routed inside them.

Mądry [Mądi6] was able to further develop the electrical-flow techniques to obtain a runtime of $\tilde{\mathcal{O}}\left(|E|^{10 / 7} U^{1 / 7}\right)$ in the integer capacity setting, where the Lee-Sidford algorithm has runtime $\tilde{\mathcal{O}}\left(|E| \sqrt{|V|} \log ^{2} U\right)$.

### 2.13 DINITZ'S ALGORITHM

Dinitz [Din7o] and independently, Edmonds and Karp [EK72], introduced the idea of finding shortest augmenting paths, which leads to strongly polynomial algorithms for the maximum flow problem.

Dinitz's algorithm can be formulated in terms of blocking flows, a term coined by Karzanov [Kar74], which allows for simplifications and improvements. For a historical account of these developments, see [Dino6]. The following variant of the algorithm has been attributed to Even and Itai by Dinitz [Dino6], and it can be found in Even's textbook [Eveif].

A blocking flow is a flow where every path from $s$ to $t$ has at least one saturated arc. Note that a maximum flow is always a blocking flow, but the converse does not hold in general. An example is the blocking flow in Figure 2.1a on page 34, a maximum flow of greater value is shown in Figure 2.1c.

Dinitz's algorithm works in phases: It computes a blocking flow in the residual network (starting from the zero flow) in each phase and then updates the residual network for the next phase.

Lemma 2.13.1. The length of the shortest augmenting path increases ${ }^{10}$ with every blocking flow phase.

The number of phases until termination is thus bounded by $|V|$. The total runtime is $\mathcal{O}(|V| B(|V|,|E|))$ where $B(|V|,|E|)$ is the runtime for computing a blocking flow.

Finding a blocking flow is possible in the following way: First, one computes a level graph of the residual network in a breadth-firstsearch from $s$ in $\mathcal{O}(|E|)$. The $i$-th level consists of the nodes at distance $i$ from $s$. Arcs that do not lead to the next level are discarded, while arcs between nodes of the same level are present. In particular, the level network is acyclic. Then, one computes a blocking flow on this level network with depth-first-searches: With each DFS, we try to establish a path from $s$ to $t$, along which we push flow such that the path becomes blocked, i.e., no more flow can be sent through it. This is done by pushing the minimum of the residual capacities on the path. A move from a node to another in DFS is called an advance move.

If at some point, a node $v$ does not have an outgoing arc, delete it and the arc $(u, v)$ through which we entered it. Continue the DFS in $u$. This is called retreat. Any previous advance that we retreat back to is called an unsuccessful advance in hindsight. If $t$ is found, push as much flow through the path as possible, i.e., the minimum capacity of its arcs. (The advances made on these arcs are called successful advances in retrospect.) All arcs on the path that become saturated (at least one) can be ignored in following searches.

By considering the arcs of a node in the order they appear in its adjacency list, this amounts to traversing the list not more than once. Start the next DFS. If $t$ cannot be found in a search, i.e., all paths are blocked and we backtrack to $s$, we have established a blocking flow.

Lemma 2.13.2. A blocking flow can be found in time $\mathcal{O}(|V||E|)$.
Proof sketch. There can be $|E|$ unsuccessful advances and retreats in the searches at most: if we cannot reach $t$ from a node $v$, then the arc through which we entered $v$ will be ignored after the retreat. Since at least one arc is saturated with every augmenting path found, there can be at most $|E|$ augmentations. Each augmentation along a path costs $\mathcal{O}(|V|)$, and we can include the cost of successful advances in this estimate.

Lemmata 2.13 .1 and 2.13 .2 imply the following theorem.
Theorem 2.13.3 ([Din7o]). Dinitz's algorithm runs in time $\mathcal{O}\left(|V|^{2}|E|\right)$.

[^7]Sleator and Tarjan [ST81] introduced the link-cut trees data structure, which can be used to solve the blocking flow problem with a runtime of $\mathcal{O}(|E| \log |V|)$. A variant of Goldberg and Tarjan [GTgo] improves this to $\mathcal{O}\left(|E| \log \left(|V|^{2} /|E|\right)\right)$ time. If the capacities in the network are all equal to one, Dinitz's algorithm can be shown to be even faster. This analysis, which will be used in Chapters 3 to 5 , is the subject of the next section.

### 2.14 ALMOST UNIT CAPACITY NETWORKS

In some applications, all capacities in a flow network are equal to one except for the arcs emanating from the source and the arcs leading to the sink. We now choose to keep $s, t \notin V$.

Definition 2.14.1 (AUC, AUC-2). Let $G=(V, E)$ be a directed graph and let $N=\left(V \cup \dot{\cup}\{s, t\}, E \cup E_{s} \cup E_{t}, c\right)$ be a flow network (' $G$-network') with

$$
E_{s} \subseteq\{s\} \times V, \quad E_{t} \subseteq V \times\{t\}, \quad c: E \cup E_{s} \cup E_{t} \longrightarrow \mathbb{N} .
$$

$N$ is called an almost unit capacity (AUC) G-network if $c(u, v) \leq 1$ for all $(u, v) \in E$. If merely $c(u, v) \leq 2$ holds, $N$ is called an AUC-2 $G$-network.

The definition of AUC-2 networks will be needed in the following section because residual networks of AUC networks can have capacities of two per arc ${ }^{11}$. We now prepare the reduction of large source and sink arc capacities. Intuitively speaking, one should send as much flow as possible on the length-2 paths $s \rightarrow v \rightarrow t$. In the following, if an arc is not present, we assume its capacity is zero.

Lemma 2.14.2. Let $N$ be a flow network. There exists a maximum flow $f$ in $N$ with

$$
f(s, v), f(v, t) \geq F_{v}:=\min (c(s, v), c(v, t))
$$

for all $v \in V$. Let $N^{\prime}$ denote a copy of $N$ with capacities $c^{\prime}(s, v), c^{\prime}(v, t)$ reduced by $F_{v}$ for $v \in V$. A maximum flow in $N^{\prime}$ plus the flow $F_{v}$ on the paths $s \rightarrow v \rightarrow t$ is one such flow $f$.

Proof. For every $v \in V$, define $F_{v}:=\min (c(s, v), c(v, t))$. Consider the feasible flow $f^{-}$in $N$ where $f^{-}(s, v)=F_{v}=f^{-}(v, t)$ for all $v \in V$ and $f^{-}(u, v)=0$ for $(u, v) \in E$. We will now reduce the capacities by these flow values to obtain the flow network $N^{\prime}$ : Define $c^{\prime}:=c-f^{-}$.
The crucial idea is that any cut in $N$ has exactly the capacity of the corresponding cut in $N^{\prime}$ plus the values $F_{v}$ for $v \in V$.

[^8]Let $M$ denote the value of the maximum flow in $N$. This is also the capacity of some minimum cut $(S, T)$ in $N$. In $N^{\prime}$, the cut $(S, T)$ has capacity

$$
\begin{aligned}
C_{(S, T)}^{\prime} & =\sum_{v \in T} c^{\prime}(s, v)+\sum_{v \in S} c^{\prime}(v, t)+\sum_{\substack{u \in S \backslash\{s\} \\
v \in T \backslash\{t\}}} c^{\prime}(u, v) \\
& =M-\sum_{v \in V} F_{v} .
\end{aligned}
$$

If $(S, T)$ is also a minimum cut in $N^{\prime}$, its capacity must equal the maximum flow value of $N^{\prime}$. We can then add the flow $f^{-}$to a maximum flow of $N^{\prime}$ to obtain a feasible flow for $N$ with a value of $\left(M-\sum_{v \in V} F_{v}\right)+\sum_{v \in V} F_{v}=M$. It is thus a maximum flow in $N$.
It remains to show that $(S, T)$ is indeed a minimum cut of $N^{\prime}$. Assume otherwise, i.e., there exists a cut $\left(S^{*}, T^{*}\right)$ with

$$
\begin{equation*}
C_{\left(S^{*}, T^{*}\right)}^{\prime}<C_{(S, T)}^{\prime}=C_{(S, T)}-\sum_{v \in V} F_{v} . \tag{2.22}
\end{equation*}
$$

Thus,

$$
C_{\left(S^{*}, T^{*}\right)}=C_{\left(S^{*}, T^{*}\right)}^{\prime}+\sum_{v \in V} F_{v} \stackrel{(2.22)}{<} C_{(S, T)},
$$

so $(S, T)$ is not a minimum cut in $N$, which contradicts the assumption.

Proposition 2.14.3. Let $N$ be an AUC-2 G-network for a directed graph $G=(V, E)$. A maximum flow in $N$ can be found by running lineartime pre- and postprocessing algorithms and invoking any maximum flow algorithm on the obtained AUC-2 G-network $\tilde{N}$ with bounded total source and sink arc capacities $C_{s, t}(\tilde{N}) \in \mathcal{O}(|E|)$.
Proof. We subtract the value $F_{v}$ as defined in Lemma 2.14.2 from $c(s, v), c(v, t)$ for every $v \in V$ to obtain $c^{\prime}$, other capacities are adopted without change.

Since for every $v$, at least one of these two arcs now has zero capacity, every flow-carrying path $s \rightsquigarrow v \rightsquigarrow t$ must pass through vertices in $V \backslash\{v\}$. Thus, the flow $s \rightarrow v$ is bounded by $2 \operatorname{coutdeg}(v)$ and the flow $v \rightarrow t$ is bounded by 2indeg $(v)$.

For any vertex $v$ with $c^{\prime}(s, v)>2$ outdeg $(v)$ we can now safely set $\tilde{c}(s, v)=2 \operatorname{outdeg}(v)$ for all $v \in V$. Likewise, for $v$ with $c^{\prime}(v, t)>$ 2 indeg $(v)$ we can set $\tilde{c}(v, t)=2 \operatorname{indeg}(v)$ for all $v \in V$. Other capacities are adopted. Call this AUC-2 G-network $\tilde{N}$. Its total source and sink arc capacities are

$$
\begin{aligned}
C_{s, t}(\tilde{N}) & =\sum_{v \in V}(\tilde{c}(s, v)+\tilde{c}(v, t)) \\
& \leq \sum_{v \in V}(2 \operatorname{outdeg}(v)+2 \operatorname{indeg}(v))=2|E| .
\end{aligned}
$$

The capacity reduction takes $\mathcal{O}(|V|+|E|)$ time.

### 2.15 DINITZ'S ALGORITHM ON AUC NETWORKS

We now investigate how Dinitz's algorithm [Din7o] performs on AUC-2 G-networks. Recall that Dinitz's algorithm works in phases. In each phase, a blocking flow is found. First, we give a generalization of a proposition by Kowalik [Kowo6, Proposition 3] (see also [ET75; Kar73; Eve11]).

Proposition 2.15.1. Each phase of Dinitz's algorithm runs in $\mathcal{O}(|E|)$ on an AUC-2 G-network $N$ if the total source and sink arc capacities $C_{s, t}(N)$ are at most $c|E|$ for some constant $c>0$.

Proof. There are at most $2|V|+|E|$ arcs in the network, so the number $D$ of deletions is at most $D \leq 2|V|+|E|$. The total number $B$ of backtrack steps is at most the number of advance steps $A$, which is also an upper bound on the number of pushes $P$ performed on the arcs. The number of advance steps on an arc is bounded by its capacity. Thus, we have

$$
\begin{aligned}
A & \leq \sum_{v \in V} c(s, v)+\sum_{(u, v) \in E} c(u, v)+\sum_{v \in V} c(v, t) \\
& =C_{s, t}(N)+\sum_{(u, v) \in E} c(u, v) \leq c|E|+2|E|=(c+2)|E| .
\end{aligned}
$$

Therefore, a blocking flow can be found in $A+B+D+P \in \mathcal{O}(|E|)$ steps.

We next generalize theorems of Even and Tarjan for unit-capacity networks [ET75] (they are independently described by Karzanov [Kar73]) to determine runtime bounds for AUC-2 networks with bounded total source and sink arc capacities. The proofs are analogous. The theorem we desire is the following.
Theorem 2.15.2. Dinitz's algorithm runs in $\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right)\right)$ time on an AUC-2 G-network $N$ with bounded total source and sink arc capacities $C_{s, t}(N) \in \mathcal{O}(|E|)$.
Lemma 2.15.3. Let $N$ be an AUC-2 G-network with maximum flow value $M \neq 0$. For the zero flow, the distance from s to $t$ is at most $\frac{2|E|}{M}+2$.

## Proof. Define

$$
V_{i}:=\{v \in V \cup\{s, t\} \mid v \text { is at distance } i \text { from } s\},
$$

where unreachable vertices $(i=\infty)$ are not of interest, and let $l$ denote the distance of $t$ from $s$. Let $E_{i}$ denote the set of arcs from $V_{i-1}$ to $V_{i}$. Every $E_{i}$ defines a cut in the network. For $i=2, \ldots, l-1$, we have

$$
\begin{equation*}
2\left|E_{i}\right| \geq M \tag{2.23}
\end{equation*}
$$

because these arcs have a capacity of two at most and $M$ is the value of the minimum cut. However, $2\left|E_{1}\right|$ and $2\left|E_{l}\right|$ may be significantly
smaller than $M$ because the arcs may have a capacity larger than two. We account for them separately to arrive at

$$
\begin{aligned}
2|E| & \geq \sum_{i=1}^{l} 2\left|E_{i}\right| \\
& \geq 2\left|E_{1}\right|+(l-2) M+2\left|E_{l}\right| \geq(l-2) M
\end{aligned}
$$

so we have $l \leq \frac{2|E|}{M}+2$.
Theorem 2.15.4. Dinitz's algorithm runs in $\mathcal{O}\left(|E|^{3 / 2}\right)$ time on an AUC Gnetwork $N$ with bounded total source and sink arc capacities $C_{s, t}(N) \leq c|E|$.

Proof. If $M \leq \sqrt{|E|}$, the result follows from Proposition 2.15.1 since every phase increases the flow by at least one. Otherwise, consider the phase in which the flow value $F$ reaches the value $M-\sqrt{|E|}$. When this phase begins, we have $F<M-\sqrt{|E|}$. The residual network $\tilde{N}$ is an AUC-2 G-network. By Lemma 2.12.9, its maximum flow value is

$$
\tilde{M}=M-F>M-(M-\sqrt{|E|})=\sqrt{|E|} .
$$

Since the flow in the residual network is initially zero, by Lemma 2.15.3, the length of the shortest augmenting path satisfies

$$
\tilde{l} \leq \frac{2|E|}{\tilde{M}}+2<\frac{2|E|}{\sqrt{|E|}}+2=2 \sqrt{|E|}+2
$$

The number of phases until this point is thus at most $2 \sqrt{|E|}+2$, and since at most $\sqrt{|E|}$ phases are needed until completion, the total number of phases is at most $3 \sqrt{|E|}+2$. Hence, the algorithm needs $\mathcal{O}\left(|E|^{3 / 2}\right)$ steps by Proposition 2.15.1.

Lemma 2.15.5. Let $N$ be an AUC-2 G-network with maximum flow value $M \neq 0$. For the zero flow, the distance from s to $t$ is at most

$$
\frac{(2 \sqrt{2})|V|}{\sqrt{M}}+1
$$

Proof. Define

$$
V_{i}:=\{v \in V \cup\{s, t\} \mid v \text { is at distance } i \text { from } s\},
$$

where unreachable vertices $(i=\infty)$ are not of interest, and let $l$ denote the distance of $t$ from $s$. We consider the cuts between $V_{i}$ and $V_{i+1}$ for $i=0, \ldots, l$. Since $M$ is the value of the minimum cut, the value $C(i, i+1)$ of the cut between $V_{i}$ and $V_{i+1}$ must be at least $M$. Therefore, we have $2\left(\left|V_{i}\right| \cdot\left|V_{i+1}\right|\right) \geq C(i, i+1) \geq M$ for $1 \leq i \leq l-2$ since every arc from $V_{i}$ to $V_{i+1}$ has a capacity of two at most. Therefore, for every $1 \leq i \leq l-2$, we have $\left|V_{i}\right| \geq \sqrt{M / 2}$ or $\left|V_{i+1}\right| \geq \sqrt{M / 2}$.

We now intend to sum over the cardinalities $\left|V_{i}\right|$ for $i=0, \ldots, l$. We would like to argue that for any two successive sets, one set has at least
$\sqrt{M / 2}$ vertices. In the worst case, the summation sequence would alternate between values less than and greater or equal to $\sqrt{M / 2}$. However, in our case it is possible that $\left|V_{1}\right|,\left|V_{l-1}\right|$ are significantly smaller than $\sqrt{M / 2}$, since source and sink arc capacities can be larger than two. Thus,

$$
\frac{l-1}{2} \cdot \sqrt{M / 2} \leq 2+\left\lfloor\frac{l-1}{2}\right\rfloor \cdot \sqrt{M / 2} \leq \sum_{i=0}^{l}\left|V_{i}\right| \leq|V|
$$

which leads to

$$
l \leq \frac{2|V|}{\sqrt{M / 2}}+1=\frac{2 \sqrt{2}|V|}{\sqrt{M}}+1
$$

Theorem 2.15.6. Dinitz's algorithm runs in $\mathcal{O}\left(|V|^{2 / 3}|E|\right)$ time on an AUC-2 G-network where the total source and sink arc capacities are bounded as $C_{s, t}(N) \leq c|E|$.

Proof. If $M \leq|V|^{2 / 3}$, the result follows since the flow increases at least by one per phase of Dinitz's algorithm. Otherwise, let $F$ be the flow value of the phase in which the flow reaches the value $M-|V|^{2 / 3}$. We have $F<M-|V|^{2 / 3}$. By Lemma 2.12.9, the maximum flow value in the residual network is

$$
\tilde{M}=M-F>M-\left(M-|V|^{2 / 3}\right)=|V|^{2 / 3}
$$

Since the flow in the residual network is initially zero, we can apply Lemma 2.15.5: The length of the shortest path satisfies

$$
\tilde{l} \leq \frac{2 \sqrt{2}|V|}{\sqrt{\tilde{M}}}+1<\frac{2 \sqrt{2}|V|}{\sqrt{|V|^{2 / 3}}}+1=2 \sqrt{2}|V|^{2 / 3}+1
$$

Thus the number of phases up to this point is at most $2 \sqrt{2}|V|^{2 / 3}+1$, and at most $|V|^{2 / 3}$ phases remain, for a total of $\mathcal{O}\left(|V|^{2 / 3}\right)$ phases. An application of Proposition 2.15.1 yields the desired runtime bound.

### 3.1 DEFINITION AND PROPERTIES

The average density, or simply density, of a simple graph $G=(V, E)$ is defined as $|E| /|V|$. The density is an important measure in graph theory. In case $|E| \in \Theta\left(|V|^{2}\right)$ a family of graphs is called dense. In the case $|E| \in \mathcal{O}(|V|)$ the family is called sparse.

Analogously, the density of a subgraph $H=\left(V_{H}, E_{H}\right) \subseteq G$ is defined as

$$
d(H):=\frac{\left|E_{H}\right|}{\left|V_{H}\right|}
$$

Definition 3.1.1. Let $G$ be a simple graph. Its maximum density is

$$
d^{*}(G):=\max _{H \subseteq G} \frac{\left|E_{H}\right|}{\left|V_{H}\right|^{\prime}}
$$

and the densest subgraphs are the subgraphs for which the maximum is attained.

A densest subgraph is always an induced subgraph. The value $2 d^{*}$ is sometimes called the maximum average degree.

The densest subgraph problem is the problem of finding a densest subgraph. As we shall see in Chapter 4, there is an algorithm that approximates $d^{*}$ without returning a subgraph of approximate maximum density, hence one may study the problem of computing the maximum density in its own right.

We note that there is also a notion of maximum density in directed graphs, and some techniques to compute it are similar to the ones used for the undirected case [Chaooa; KSoga].

A densest subgraph need not be connected. However, finding a connected densest subgraph is not more difficult than finding a densest subgraph. We shall give some structural results for which we need the following lemma.

Lemma 3.1.2. Let $x, y, a, b>0$. Then

$$
\frac{x}{y}<\frac{a}{b} \Leftrightarrow \frac{x+a}{y+b}<\frac{a}{b}
$$

and

$$
\frac{x}{y}=\frac{a}{b} \Leftrightarrow \frac{x+a}{y+b}=\frac{a}{b} .
$$

Proof. For the first equivalence, we have

$$
\begin{aligned}
& \frac{x}{y} & <\frac{a}{b} \\
\Leftrightarrow & x b & <y a \\
\Leftrightarrow & \frac{x b+a b}{y a+a b} & <1 \\
\Leftrightarrow & \frac{x+a}{y+b} & <\frac{a}{b} .
\end{aligned}
$$

The proof of the second equivalence is analogous with ' $<$ ' replaced by ' $=$ '.

Bălălău et al. [Băl+15, Corollary 4.1] claim that if $S_{1}, S_{2} \subseteq V$ induce densest subgraphs, then $S_{1} \cap S_{2}$ and $S_{1} \cup S_{2}$ also induce densest subgraphs. The claim for $S_{1} \cap S_{2}$ is obviously false for disjoint sets, which is corrected in the following proposition. Our proof is elementary and does not use LP theory. We later found out that a generalization to matroids had been proved earlier by Catlin et al. [Cat+92], they attribute it Tomizawa [Tom76]. The connection to matroids will become apparent in Chapter 8.

Proposition 3.1.3 (Essentially [Tom76; Cat+92]). If $H_{1}, H_{2} \subseteq G$ are densest subgraphs, then so is $H_{1} \cup H_{2}$. If in addition, $H_{1}$ and $H_{2}$ are not disjoint, then $H_{1} \cap H_{2}$ is a densest subgraph.

Proof. Both claims hold if $d^{*}=0$. In the following, let $d^{*}>0$, and denote $H^{\prime}=H_{1} \cap H_{2}$.

The first claim is obvious if $H_{1} \subseteq H_{2}$ or $H_{2} \subseteq H_{1}$. Otherwise, let $s_{e}:=\left|E_{H^{\prime}}\right|, s_{v}:=\left|V_{H^{\prime}}\right|$ denote the shared edges and vertices of $H_{1}, H_{2}$, neither of which is a subgraph of the other. Let

$$
\begin{aligned}
a & :=\left|E_{H_{1}}\right|, & x & :=\left|E_{H_{2}}\right| \\
b & :=\left|V_{H_{1}}\right|, & y & :=\left|V_{H_{2}}\right| \\
a^{\prime} & :=a-s_{e}, & x^{\prime} & :=x-s_{e} \\
b^{\prime} & :=b-s_{v}, & y^{\prime} & :=y-s_{v} .
\end{aligned}
$$

If $H_{1}, H_{2}$ are disjoint, we have by Lemma 3.1.2

$$
d\left(H_{1} \cup H_{2}\right)=\frac{x+a}{y+b}=\frac{x}{y},
$$

hence $H_{1} \cup H_{2}$ is a densest subgraph. If the two shared only vertices, but not edges, then the denominator would be smaller than $y+b$. Thus, $H_{1} \cup H_{2}$ would be denser than the densest subgraph, a contradiction.

Therefore, we can assume in the following that the two are not disjoint, and that all quantities are greater than zero. Clearly, we have

$$
\frac{s_{e}+a^{\prime}}{s_{v}+b^{\prime}}=\frac{a}{b}=\frac{x}{y}=\frac{s_{e}+x^{\prime}}{s_{v}+y^{\prime}}
$$

Assume for the sake of contradiction that

$$
\frac{a^{\prime}}{b^{\prime}}<\frac{s_{e}}{s_{v}} .
$$

Thus, by Lemma 3.1.2

$$
\frac{a}{b}=\frac{a^{\prime}+s_{e}}{b^{\prime}+s_{v}}<\frac{s_{e}}{s_{v}}=d\left(H^{\prime}\right)
$$

a contradiction to the fact that $a / b$ equals the maximum density. Hence,

$$
\begin{equation*}
\frac{a^{\prime}}{\overline{b^{\prime}}} \geq \frac{s_{e}}{s_{v}} . \tag{3.1}
\end{equation*}
$$

If this holds with equality, we can apply Lemma 3.1.2 to obtain

$$
\frac{x}{y}=\frac{a}{b}=\frac{s_{e}+a^{\prime}}{s_{v}+b^{\prime}}=\frac{a^{\prime}}{b^{\prime}}
$$

and by another application

$$
d\left(H_{1} \cup H_{2}\right)=\frac{x+a^{\prime}}{y+b^{\prime}}=\frac{x}{y} .
$$

Hence $H_{1} \cup H_{2}$ is a densest subgraph. Likewise, if (3.1) is strict, we use Lemma 3.1.2 to get

$$
\frac{x}{y}=\frac{a}{b}=\frac{s_{e}+a^{\prime}}{s_{v}+b^{\prime}}<\frac{a^{\prime}}{b^{\prime}} .
$$

From this, we derive

$$
\begin{array}{cc} 
& b^{\prime}<\frac{y a^{\prime}}{x} \\
\Rightarrow & y+b^{\prime}<y+\frac{y a^{\prime}}{x}=\frac{y\left(x+a^{\prime}\right)}{x} \\
\Rightarrow & \frac{x}{y}<\frac{x+a^{\prime}}{y+b^{\prime}}=d\left(H_{1} \cup H_{2}\right) .
\end{array}
$$

This is a contradiction to $H_{2}$ being a densest subgraph.
We now prove the claim for intersection, where $H_{1}$ and $H_{2}$ are not disjoint. Again, it is immediate if $H_{1} \subseteq H_{2}$ or $H_{2} \subseteq H_{1}$. We can again assume that all quantities are greater than zero, because if $H_{1} \cap H_{2}$ contained only vertices, its density would be zero.
We saw in the proof of the first claim that (3.1) holds with equality in this situation. Hence, by applying Lemma 3.1.2,

$$
d\left(H_{1}\right)=\frac{s_{e}+a^{\prime}}{s_{v}+b^{\prime}}=\frac{s_{e}}{s_{v}}=d\left(H^{\prime}\right) .
$$

This concludes the proof.


Figure 3.1: The maximum density of the graph shown is two, and it is a densest subgraph itself. The two subgraphs indicated by ovals and their intersection graph are also densest subgraphs.

Proposition 3.1.3 is illustrated in Figure 3.1 on the current page. Valari et al. [VKP12, Lemma 1] claim that for two induced subgraphs $H_{1}, H_{2}$ that share at least one vertex and have the same density, the union $H_{1} \cup H_{2}$ has strictly higher density. This is false, Figure 3.1 gives counterexamples with equal densities. In fact, there are examples of (non-densest) induced subgraphs where the density of the union is strictly smaller although they share vertices (for an example, substitute the subgraph $K_{5}$ in Figure 3.1 by $K_{7}$ ). The preceding proof, however, shows that the statement is true if the subgraphs are edge-disjoint. We can now address the matter of finding connected densest subgraphs.

Proposition 3.1.4. Given a densest subgraph $H$ of $G$, its connected components are themselves densest subgraphs. In particular, there is always a connected densest subgraph in $G$, and it can be recovered from a given densest subgraph in $\mathcal{O}(|V|+|E|)$ time.

Proof. The intuitive idea behind the proof is that if a connected component $C$ of a densest subgraph $H$ had density less than $d^{*}$, then removing it from $H$ would result in a subgraph of greater density, which is a contradiction to $d^{*}$ being maximum.
Let $H \subseteq G$ be a densest subgraph, and let $C_{1}, \ldots, C_{k}$ denote its connected components. If all $C_{1}, \ldots, C_{k}$ have the same density $d$, then $d^{*}=d\left(\cup_{i=1}^{k} C_{i}\right)=d$ by an argument similar to the union case of Proposition 3.1.3. Thus, each $C_{i}$ is a connected densest subgraph.
In case there are at least two different densities among the $C_{i}$, we will deduce a contradiction. Components with the same density are grouped into a single subgraph of the same density. Consider these pairwise disjoint subgraphs $S_{1}, \ldots, S_{l}$ in ascending order of density, i.e., $d\left(S_{i}\right)<d\left(S_{i+1}\right)$ for $i=1, \ldots, l-1$. Note that $d\left(\bigcup_{i=1}^{l} S_{l}\right)=d^{*}$.

Let $H_{1}, H_{2}, H_{3}$ be disjoint subgraphs with $d\left(H_{1}\right)<d\left(H_{2}\right)<d\left(H_{3}\right)$. By a twofold application of Lemma 3.1.2, we have

$$
\begin{aligned}
& d\left(H_{1}\right)<d\left(H_{2}\right)<d\left(H_{3}\right) \\
\Rightarrow & d\left(H_{1} \cup H_{2}\right)<d\left(H_{2}\right)<d\left(H_{3}\right) \\
\Rightarrow & d\left(\left(H_{1} \cup H_{2}\right) \cup H_{3}\right)<d\left(H_{3}\right) .
\end{aligned}
$$

By considering the subgraphs $S_{1} \cup S_{2}, S_{1} \cup S_{2} \cup S_{3}, \ldots$ and applying this argument inductively, we obtain

$$
d^{*}=d\left(\bigcup_{i=1}^{l} S_{l}\right)<d\left(S_{l}\right)
$$

but this is a contradiction.
The connected components of a densest subgraph can be determined in time $\mathcal{O}(|V|+|E|)$ with depth-first search.

An easy, yet important consequence is the following lemma, which will be used in Chapter 14 for an MILP formulation.

Lemma 3.1.5. A simple graph $G$ is a forest if and only if $d^{*}(G)<1$. Moreover, the maximum density of a forest equals the average density of the largest connected component (tree).

Proof. ' $\Leftarrow$ ': If $G$ is cyclic, then its maximum density is at least one by considering the cycle as a subgraph. The claim follows by contraposition.
' $\Rightarrow$ ' and 'Moreover': First note that a tree of $n$ vertices has an average density of $(n-1) / n$. We can prove that this is indeed its maximum density by induction over the number of vertices in the tree:

The claim is true by inspection for $n=1$. Consider a tree with $n \geq 2$ vertices, and let the claim hold for all trees with up to $n-1$ vertices. By Proposition 3.1.4, there is a connected densest subgraph, which must be a tree. If it had less than $n$ vertices, its maximum density would be less than $(n-1) / n$ by the induction hypothesis, a contradiction.

If $G$ is a forest, then by Proposition 3.1.4, one densest subgraph is a tree. By the above consideration, the largest connected component (tree) of $G$ has the highest density among all subtrees of $G$. In particular, the maximum density of $G$ is less than one.

Listing all densest subgraphs is, in general, not possible in polynomial time. A simple way of constructing a graph with an exponential number of densest subgraphs is to create $n$ components, each consisting of, say, a 3 -cycle. Then, there are $2^{n}=2^{|V| / 3}$ subgraphs with (maximum) density 1 . What can we say about connected graphs?

Proposition 3.1.6. Consider families of simple connected graphs $G=(V, E)$ with a fixed density $d^{*}(G)$.

If $d^{*}(G)<1$, there is exactly one connected densest subgraph in the graph.

There is a family with $d^{*}(G)=1$ that has $\Omega\left(2^{|V|}\right)$ connected densest subgraphs, and this is asymptotically maximal.
For every half-integral ${ }^{1} d^{*}(G)>1$, there is a family whose number of connected densest subgraphs is in $\Omega\left(2^{|V| /\left(2 d^{*}+1\right)}\right)$.

Proof. The case $d^{*}(G)<1$ follows from Lemma 3.1.5.
For the case $d^{*}(G)=1$, consider a cycle of three vertices and select one vertex $v$ on it. Attach $n$ vertices directly to $v$ via $n$ edges. The cycle itself has a density of one. Any subgraph not containing the cycle has a density of less than one by Lemma 3.1.5, as it is a forest.

Thus, every densest subgraph must contain the cycle. There are $2^{n}$ possible ways of selecting vertices attached to the cycle. Selecting a single vertex with its edge raises both the numerator and the denominator of the density ratio by one, thus the density remains one. The subgraphs created by selecting the vertices are connected, their number is in $\Omega\left(2^{|V|}\right)$. Since there are only $2^{|V|}-1$ induced subgraphs in any graph, this is asymptotically maximal.

Now consider a half-integral $d^{*}(G)>1$. We sketch the argument, it could be made more formal by using ideas from the preceding theorems.

Let $n \geq 4$ be such that $d^{*}=(n-1) / 2=n(n-1) /(2 n)$. Consider a complete graph $C$ on $n$ vertices with density $(n-1) / 2$. Further add $m$ copies $C_{i}^{\prime}$ of the complete graph on $n$ vertices, each with one arbitrary edge removed. Each of the $C_{i}^{\prime}$ has density $(n-1) / 2-1 / n<(n-1) / 2$. Link each of these graphs to $C$ via a single edge, the endpoints can be chosen arbitrarily. Call the resulting graph $G(m)=(V, E)$ with $|V|=n(m+1)$. If one vertex from $C$ is chosen, then choosing $C$ in its entirety increases the average density. The same holds for every $C_{i}^{\prime}$. Furthermore, any connected subgraph that contains not only vertices from one of the $C_{i}^{\prime}$ must contain at least one vertex from $C$.

If one chooses $C$ and an arbitrary subset of the $C_{i}^{\prime}$, together with the respective connecting edges, the density is also $(n-1) / 2$. It follows from the above discussion that $(n-1) / 2$ is indeed the maximum density. As there are $2^{m}$ possible ways of adding subsets of the $C_{i}^{\prime}$ to $C$, there are

$$
2^{\frac{|V|}{n}-1}=2^{\frac{|V|}{2 d^{*}+1}-1}
$$

densest connected subgraphs.

[^9]
### 3.2 BOUNDS ON THE MAXIMUM DENSITY

An obvious lower bound on $d^{*}$ is $|E| /|V|$ by considering the whole graph as a subgraph. We will now give better upper bounds than the trivial $|E|$.

Lemma 3.2.1. For a simple graph $G=(V, E)$ and a densest subgraph $H=\left(V_{H}, E_{H}\right) \subseteq G$, we have

$$
\left|V_{H}\right| \geq \sqrt{2\left|E_{H}\right|+\frac{1}{4}}+\frac{1}{2}
$$

Proof. A subgraph with $\left|V_{H}\right|$ vertices cannot have more edges than the complete graph on $\left|V_{H}\right|$ vertices, i.e., $\left|E_{H}\right| \leq\left(\left|V_{H}\right|^{2}-\left|V_{H}\right|\right) / 2$. The claim follows by solving for $\left|V_{H}\right|$.

We are now able to prove that $d^{*}(G) \in \mathcal{O}(\sqrt{|E|})$, a crucial fact we will exploit in the proof of Theorem 6.0.1.

Proposition 3.2.2. For a simple graph $G=(V, E)$, we have

$$
d^{*}(G) \leq \frac{1}{4}(\sqrt{8|E|+1}-1)=\sqrt{\frac{|E|}{2}+\frac{1}{16}}-\frac{1}{4},
$$

in particular, $d^{*}(G) \leq \sqrt{|E| / 2}$.
Proof. It is easy to verify that

$$
\begin{equation*}
\frac{x}{\sqrt{2 x+1 / 4}+1 / 2}=\frac{\sqrt{8 x+1}-1}{4} \tag{3.2}
\end{equation*}
$$

holds for every $x \geq 0$. For a densest subgraph $\left(V_{H}, E_{H}\right)$ of $G$, we have by Lemma 3.2.1

$$
\begin{aligned}
d^{*}(G)=\frac{\left|E_{H}\right|}{\left|V_{H}\right|} \leq \frac{\left|E_{H}\right|}{\sqrt{2\left|E_{H}\right|+\frac{1}{4}}+\frac{1}{2}} & \stackrel{(3.2)}{=} \frac{1}{4}\left(\sqrt{8\left|E_{H}\right|+1}-1\right) \\
& \leq \frac{1}{4}(\sqrt{8|E|+1}-1) \\
& =\sqrt{\frac{|E|}{2}+\frac{1}{16}}-\frac{1}{4}
\end{aligned}
$$

It is readily verified that $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for $a, b \geq 0$. Applied to above inequality we obtain $d^{*}(G) \leq \sqrt{|E| / 2}$.

The bound of Proposition 3.2.2 holds with equality for complete graphs. Asymptotically equivalent bounds have been known before for the arboricity $\Gamma(G)$ and pseudoarboricity $p(G)$ of the graph, which are both upper bounds on $d^{*}(G)$. We conclude our structural investigations with another bound, which improves over a bound previously known. All these previous bounds will be discussed in Section 8.4.

Proposition 3.2.3. For a simple graph $G=(V, E)$ we have

$$
d^{*}(G) \leq \Delta(G) / 2
$$

Proof. Consider a densest subgraph $H=\left(V_{H}, E_{H}\right)$ of $G$. Assume that $d^{*}=\frac{\left|E_{H}\right|}{\left|V_{H}\right|}>\frac{\Delta}{2}$. We obtain

$$
\begin{aligned}
\left|E_{H}\right|>\frac{\left|V_{H}\right| \Delta(G)}{2} & \geq \frac{\sum_{v \in V_{H}} \operatorname{deg}_{G}(v)}{2} \\
& \geq \frac{\sum_{v \in V_{H}} \operatorname{deg}_{H}(v)}{2} \stackrel{(2.1)}{=}\left|E_{H}\right|,
\end{aligned}
$$

a contradiction.
An alternative proof via LP theory will be given in Section 3.5.

### 3.3 ALGORITHMS FOR THE DENSEST SUBGRAPH PROBLEM

Despite the exponential number of (induced) subgraphs of a graph, and possibly an exponential number of densest subgraphs, a densest subgraph can be found in polynomial time. In this section, we will review several existing approaches.

### 3.3.1 o-1 Fractional Programming

Picard and Queyranne [PQ82] formulated the problem as a o-1 fractional programming problem, which is defined as follows. Let $A, B \subseteq$ $\mathcal{P}(\{1, \ldots, n\})$ and $a_{S}, b_{T} \in \mathbb{R}$ for all $S \in A$ and $T \in B$, respectively, with $a_{S} \geq 0$ if $|S| \geq 2$ and $b_{T} \leq 0$ if $|T| \geq 2$. Consider the problem

$$
\begin{array}{rlrl}
\max & \frac{f\left(x_{1}, \ldots, x_{n}\right)}{g\left(x_{1}, \ldots, x_{n}\right)} & =\frac{\sum_{S \in A} a_{S} \prod_{i \in S} x_{i}}{\sum_{T \in B} b_{T} \prod_{j \in T} x_{j}} \\
\text { s. t. } & \left(x_{1}, \ldots, x_{n}\right) & \neq 0, \\
& x_{i} & \in\{0,1\}, & i=1, \ldots, n
\end{array}
$$

with the promise that for all $x=\left(x_{1}, \ldots, x_{n}\right) \neq 0, g(x)>0$ and $f(x) / g(x) \geq 0$. The densest subgraph problem is easily seen to be the special case

$$
\frac{f(x)}{g(x)}=\frac{\sum_{u v \in E} a_{u v} x_{u} x_{v}}{\sum_{v \in V} x_{v}}
$$

where $a_{u v}=1$ if $u v \in E$ and zero otherwise, and the other variables are defined in a straightforward manner. Note that $f(x) / g(x)$ is actually the maximum average degree, twice the maximum density.

Picard and Queyranne show how the o-1 fractional programming problem can be solved with a sequence of up to $|V|$ maximum flow computations on a sequence of nested subgraphs of $G$. We will not review their approach because we will next see algorithms that use $\mathcal{O}(\log |V|)$ flow computations.

### 3.3.2 The Provisioning Problem

As noted (but not explicitly proved) by Kortsarz and Peleg [KP94], the densest subgraph problem can be solved by a (Turing-)reduction to the provisioning problem discussed by Lawler [Law76] (see also [Rhy70; Bal7o]).

Let there be items $\{1, \ldots, n\}$ of $\operatorname{cost} c_{i}$ for $i=1, \ldots, n$, and sets $S_{j} \subseteq\{1, \ldots, n\}$ for $j=1, \ldots, m$. A set $S_{j}$ has value $v_{j}$ if all items contained in it are purchased. What is the optimal choice of items? We can formulate an integer linear program by introducing indicator variables $x_{i}$ for selecting item $i$ and $s_{j}$ for selecting item set $j$ as follows:

$$
\begin{array}{crr}
\max & \sum_{j=1}^{m} s_{j}-\sum_{i=1}^{n} c_{i} & \\
\text { s.t. } & x_{i} \geq s_{j}, & i \in S_{j}, j=1, \ldots, n,  \tag{3.5}\\
& x_{i} \in\{0,1\}, & i=1, \ldots, n \\
& s_{j} \in\{0,1\}, & j=1, \ldots, m .
\end{array}
$$

This ILP can be reduced to a flow problem on a bipartite network [Bal70; Law76], which enables us to solve the ILP in polynomial time. In fact, we will see this bipartite flow network in Section 3.6 via a different approach. For this reason, we omit the details and postpone the runtime analysis to that section. We next show that the maximum density problem can be solved via the provisioning problem, which is not immediately obvious.

For some numberings of $V$ and $E$, let $V$ be the set of items, and let the edges $e \in E$ be the sets $S_{e}$. We set the value of an edge to be $v_{e}=1$, and the cost of each vertex $c_{v}=d$ for some $d \in \mathbb{R}_{0}^{+}$.

Lemma 3.3.1. If $c(v)=d$ for all $v \in V$, the $\operatorname{ILP}$ (3.3)-(3.6) has a feasible solution of value at least zero if and only if a subgraph of density at least $d$ exists.

Proof. If there is a subgraph $H=\left(V_{H}, E_{H}\right)$ of density $\left|E_{H}\right| /\left|V_{H}\right| \geq d$, then setting $x_{v}=1$ for all $v \in V_{H}$ and $s_{e}=1$ for all $e \in E_{H}$ and all other variables to zero clearly gives us a feasible solution. Its objective value is $\left|E_{H}\right|-d\left|V_{H}\right| \geq 0$.

If there is a feasible integral solution $(x, s)$ of value at least zero, then select exactly the vertices and edges whose variable assignments equal one. These form a subgraph $H=\left(V_{H}, E_{H}\right)$. The objective value of $(x, s)$ is $\left|E_{H}\right|-d\left|V_{H}\right| \geq 0$, hence $\left|E_{H}\right| /\left|V_{H}\right| \geq d$.

In order to determine $d^{*}$, one can use Lemma 3.3.1 and a binary search to find the smallest feasible $d$. That the binary search terminates after a polynomial number of steps is perhaps not immediately obvious because the maximum density is a rational number. This will be addressed in the review of the next algorithm.

### 3.3.3 Goldberg's Method

Goldberg [Gol84] proposed an approach that solves only $\mathcal{O}(\log |V|)$ flow problems. We will call the cut $(\{s\}, V \cup\{t\})$ in a $G$-network the singleton cut. As we shall see, it requires special attention. The following theorem is illustrated in Figure 3.2.

(a)

(b)

(c)

Figure 3.2: (a) A simple graph with $d^{*}=1.25$. The vertices $\{A, B, C, D\}$ induce the unique densest subgraph. (b) Goldberg's flow network for test value $d=1.2$. (c) A maximum flow in the network for $d=1.2$ (edges that carry zero flow are not shown). A nonsingleton minimum cut is indicated by blue vertices. The cut corresponds to a set of vertices that induce a subgraph of density greater 1.2 (here, the densest subgraph.)

Theorem 3.3.2 ([Gol84]). Let $G=(V, E)$ be a simple graph. Define a parameterized flow network $N=\left(V^{\prime}, E^{\prime}, c, d\right)$ by

$$
\begin{array}{rlrl}
V^{\prime} & :=V \dot{\cup}\{s, t\}, & & \\
E^{\prime} & :=E \cup\{(s, v) \mid v \in V\} \dot{\cup}\{(v, t) \mid v \in V\}, & & v \in V, \\
c(s, v) & :=|E|, & u v \in E, \\
c(u, v) & :=1, & v \in V . \\
c(v, t) & :=|E|+2 d-\operatorname{deg}(v), & & v \in(v)
\end{array}
$$

A flow of $|V||E|$ is feasible in $N$ if and only if $d \geq d^{*}(G)$. Moreover, if $d<d^{*}$, every minimum cut corresponds to a subgraph of density greater $d$, and if $d=d^{*}$, every minimum cut except the singleton cut corresponds to a densest subgraph.

Proof. For test value $d \geq 0$, consider an arbitrary cut $(S, T)$ of $N$ and denote $S^{\prime}=S \backslash\{s\}$ and $T^{\prime}=T \backslash\{t\}$. If $S^{\prime}=\varnothing$, then the cut capacity is $|V||E|$, otherwise it is given by

$$
\begin{align*}
c(S, T)= & \sum_{u \in S, v \in T} c(u, v) \\
= & \sum_{v \in T} c(s, v)+\sum_{v \in S} c(v, t)+\sum_{u \in S, v \in T} c(u, v) \\
= & |E|\left|T^{\prime}\right|+\left(|E|\left|S^{\prime}\right|+2 d\left|S^{\prime}\right|-\sum_{v \in S^{\prime}} \operatorname{deg}(v)\right) \\
& +\sum_{u \in S^{\prime}, v \in T^{\prime}} c(u, v) \\
= & |E||V|+2\left|S^{\prime}\right|\left(d-\frac{\sum_{v \in S^{\prime}} \operatorname{deg}(v)-\sum_{u \in S^{\prime}, v \in T^{\prime}} 1}{2\left|S^{\prime}\right|}\right) \\
= & |E||V|+2\left|S^{\prime}\right|\left(d-d_{S^{\prime}}\right), \tag{3.7}
\end{align*}
$$

where

$$
d_{S^{\prime}}:=\frac{\sum_{v \in S^{\prime}} \operatorname{deg}(v)-\sum_{u \in S^{\prime}, v \in T^{\prime}} 1}{2\left|S^{\prime}\right|}
$$

is exactly the density of the graph $G\left[S^{\prime}\right]$.
Consider the case $d<d^{*}$ and a set $S^{\prime} \neq \varnothing$ of vertices. If $d_{S^{\prime}} \leq d$, the cut's capacity is at least the capacity $|V||E|$ by (3.7), which equals the capacity of the singleton cut. If $d_{S^{\prime}}>d$, then by (3.7) the cut $(S, T)$ has smaller capacity than the singleton cut $(\{s\}, V \cup\{t\})$. There is such a set $S^{\prime}$, for example the set of vertices of a densest subgraph. Therefore, the singleton cut is not a minimum cut, and a flow of value $|V||E|$ is not feasible by the MFMC Theorem. Moreover, every minimum cut corresponds to a subgraph of density greater than $d$. (It need not be a densest subgraph because of the factor $\left|S^{\prime}\right|$ in (3.7).)

If $d \geq d^{*}$, then (3.7) implies that the singleton cut $(\{s\}, V \cup\{t\})$ is a minimum cut. By the MFMC Theorem, the maximum flow value is $|V||E|$. If $d>d^{*}$, the singleton cut is the only minimum cut. If $d=d^{*}$,
the densest subgraphs are minimum cuts as well, and all other cuts are not minimum. (This last case was not covered by Goldberg.)

Note that we can, similarly to Lemma 2.14.2, subtract $|E|-\operatorname{deg}(v)$ from the source and sink arcs in order to get the capacities $c(s, v)=$ $\operatorname{deg}(v)$ and $c(v, t)=2 d$. We call this the modified Goldberg network. The capacity reduction is not as strong as the one in Lemma 2.14.2, but it can be explicitly stated irrespective of $d$.

If the graph has nonnegative integer weights on the edges or vertices, or both, we can use essentially the same approach [Gol84]:

Let $w: E \cup V \rightarrow \mathbb{N}_{0}$ be the weight function. If the weights are rational, one can scale them in order to obtain nonnegative integers. For a subgraph $H=\left(V_{H}, E_{H}\right)$, its density is then defined as

$$
\begin{equation*}
d(H):=\frac{\sum_{e \in E_{H}} w(e)+\sum_{v \in V_{H}} w(v)}{\left|V_{H}\right|} \tag{3.8}
\end{equation*}
$$

and we further define the weighted degree $\operatorname{deg}^{w}(v):=\sum_{u v \in E} w(u v)$. Goldberg's network can be adapted in the following way:

$$
\begin{array}{rlrl}
V^{\prime} & :=V \dot{\cup}\{s, t\}, & & \\
E^{\prime} & :=E \cup\{(s, v) \mid v \in V\} \dot{\cup}\{(v, t) \mid v \in V\}, & & v \in V, \\
c(s, v) & :=m, & u v \in E, \\
c(u, v) & :=w(u v), & v \in V, \\
c(v, t) & :=m+2 d-\operatorname{deg}^{w}(v)-2 w(v), & & =m
\end{array}
$$

where $m$ is chosen large enough such that no capacity is negative. The correctness proof of this method is analogous to the proof of Theorem 3.3.2. We will, however, only consider the unweighted problem in this thesis.

Equipped with Theorem 3.3.2, one can employ a binary search to find the maximum density by constructing the flow network parameterized with the test value, and finding a non-singleton minimum cut (if one exists). Fortunately, the maximum density is a rational number.

Lemma 3.3.3 ([Gol84]). If $H$ is a subgraph of $G$ of density $d$, and no subgraph has a density greater or equal to $d+1 /(|V|(|V|-1))$, then $H$ is a densest subgraph.
Proof. We have

$$
d^{*} \in\{m / n|0 \leq m \leq|E|, 1 \leq n \leq|V|\}
$$

The difference $D$ between two different possible values in this set is

$$
D=\frac{m_{1}}{n_{1}}-\frac{m_{2}}{n_{2}}=\frac{m_{1} n_{2}-m_{2} n_{1}}{n_{1} n_{2}}
$$

If $n_{1}=n_{2}$, then $m_{1} \neq m_{2}$, and thus

$$
|D| \geq \frac{1}{n_{1}} \geq \frac{1}{|V|} \geq \frac{1}{|V|(|V|-1)}
$$

Otherwise, $n_{1} n_{2} \leq n(n-1)$, and as the numerator cannot be zero, $|D| \geq 1 /(|V|(|V|-1))$.

Lemma 3.3.3 implies that the binary search can be stopped once the difference between upper and lower bound is at most $1 /(|V|(|V|-1))$, as then the subgraph returned from the largest test value $d \leq d^{*}$ has density $d^{*}$.

In the proof of the following theorem, Goldberg makes a subtle mistake: For test value $d=d^{*}$, the singleton cut $(\{s\}, V \cup\{t\})$ is a minimum cut that does not correspond to a densest subgraph. One has to adapt the minimum cut algorithm in the proof of Theorem 2.12.5 such that a minimum cut other than the singleton cut is returned, provided one exists.

Theorem 3.3.4 ([Gol84]). A densest subgraph of a graph $G=(V, E)$ can be determined in time $\mathcal{O}(M(|V|+2,|E|+2|V|) \log |V|)$, where $M(n, m)$ is the time to determine a maximum flow on a network of $n$ nodes and $m$ arcs.

Proof. Perform the binary search while the difference between upper and lower bound is greater than $1 /(|V|(|V|-1))$. The set of potential test values is thus bounded by $\mathcal{O}\left(|V|^{3}\right)$, and the binary search performs $\mathcal{O}(\log |V|)$ maximum flow computations.

After a maximum flow $f$ has been determined, we need to find a minimum cut other than the singleton cut (if one exists). To this end, we 'mirror' the flow network: $t$ becomes the source and $s$ becomes the sink, and all arcs are directed in the opposite direction. We mirror $f$ analogously, which is feasible because both capacity constraints and flow conservation are satisfied. The cut capacities of the mirrored network are identical to those of the original network, so by an application of the MFMC Theorem, the mirrored flow is maximum. We now determine a minimum cut $(T, S)$ starting from the new source $t$ with BFS as in the proof of Theorem 2.12.5. Unless $(\{s\}, V \cup\{t\})$ is the only minimum cut in the original network, $(T, S)$ must be different from it. Again, by the MFMC theorem, this minimum cut corresponds to a minimum cut in the original network, and it is not the singleton $\operatorname{cut}(\{s\}, V \cup\{t\})$. The runtime for mirroring and determining the cut is linear.

By using a primal-dual technique, Georgakopoulos and Politopoulos [GPo7] show how a subgraph of the graph can be removed when a test in the binary search fails. However, they were not able to prove a better runtime estimate based on this. It would be interesting to investigate if this approach translates to the flow-based approaches in Chapter 4, and if the reduced graphs can be aligned with the 'nested graphs' that Picard and Queyranne [PQ82] describe. We do not review their modification here, which has a quite complicated analysis. However,
it can be easily implemented, and we will report experimental results for it in Chapter 12.
When Goldberg's paper was written, the fastest known ${ }^{2}$ maximum flow algorithm, due to Sleator and Tarjan [ST81], had runtime $\mathcal{O}(|V||E| \log |V|)$, so the total runtime was $\mathcal{O}\left(|V||E|(\log |V|)^{2}\right)$.
Gallo, Grigoriadis and Tarjan [GGT89] describe an algorithm ('GGT') based on the push-relabel paradigm for parametric flow problems where the source and sink arc capacities are nonincreasing and nondecreasing functions of the parameter, respectively. When the parameter is increased, the flow from the previous maximum flow computation can be re-used. This can be applied to Goldberg's network (leading to a 'linear' search' over parameter $d$ ) for a total runtime of $\mathcal{O}\left(|V||E| \log \left(|V|^{2} /|E|\right)\right.$. This even holds in the weighted setting (see also [Che95]). Goldberg's runtime estimates for the weighted versions of the problem were worse, yet still polynomial.
However, the GGT algorithm does not generally benefit from the development of faster flow algorithms, as it is based on the push-relabel paradigm. Gusfield and Tardos [GT94] gave an improvement with runtime $\mathcal{O}\left(|V|^{2} \sqrt{|E|}\right)$ if the number of flow problems is in $\mathcal{O}(|V|)$. However, the number of possible test values and thus the number of flow problems is much larger in our case (see also Section 6.1).
If we use Goldberg's binary search, the numerators and denominators of capacities can be polynomially bounded, and we can scale the capacities to obtain integral capacities bounded by a polynomially large $U$. Then, it is possible to use an algorithm tailored to integral capacities (see Subsection 2.12.4).
Theorem 3.3.5. The densest subgraph problem can be solved in time

$$
\mathcal{O}\left(|E| \min \left(|V|^{2 / 3}, \sqrt{|E|}\right) \log \left(\frac{|V|^{2}}{|E|}\right) \log ^{2}|V|\right)
$$

with the Goldberg-Rao algorithm and in time

$$
\tilde{\mathcal{O}}\left(|E| \sqrt{|V|} \cdot \log ^{3}|V|\right)=\tilde{\mathcal{O}}(|E| \sqrt{|V|})
$$

with the Lee-Sidford algorithm.
We do not find Mądry's flow algorithm for integer capacities to be useful because its runtime includes a factor of $U^{1 / 7}$, which is unreasonably large after scaling.

### 3.4 INTEGRAL TEST VALUES AND SMALLER SEARCH INTERVALS

If we only use integral test values for $d^{*}$, Goldberg's algorithm determines $\left\lceil d^{*}\right\rceil$ and an 'almost-densest' subgraph of density greater

[^10]$\left\lceil d^{*}\right\rceil-1$. In this case, we are able to give slightly better runtime estimates. Interestingly, $\left\lceil d^{*}\right\rceil$ equals the smallest maximum indegree (Section 3.5) and the pseudoarboricity (Chapter 8).

Let us take a look at the factor $\log |V|$ incurred by the binary search. Recall that for fractional test values, there are $\Omega\left(|V|^{2}\right)$ potential values for the search. If we restrict ourselves to integral test values, $\mathcal{O}\left(\log d^{*}\right)$ tests suffice. One way of achieving this is to perform an exponential search [Kowo6]: Start testing with $d=1$ and double $d$ until the first successful test. Then $\left\lceil d^{*}\right\rceil \leq d \leq\left\lfloor 2 d^{*}\right\rfloor$ after $\mathcal{O}\left(\log d^{*}\right)$ tests, and the following binary search performs $\mathcal{O}\left(\log d^{*}\right)$ tests when using $d$ as an upper bound.

Another method is to use an algorithm specifically developed for approximation to obtain an upper bound. We will see that a 2approximation of $d^{*}$ can be determined in time $\mathcal{O}(|E|)$ in Chapter 7 , which reduces the runtime to find a 2 -approximating upper bound considerably. However, we will apply a more general technique in Chapter 6 that uses a $(1+\epsilon)$-approximation to obtain an even smaller search interval. As we learned after [Blu16] was accepted for publication, Bezáková had hinted at such a technique for the pseudoarboricity problem in her master's thesis [Bezoo] at a time when no approximation scheme was known.

The idea behind the following technical lemma is as follows. If we use a trivial lower bound and a $(1+\epsilon)$-approximation as an upper bound, the search interval size is in $\mathcal{O}\left(d^{*}\right)$. However, if we use the approximation to set a lower bound as well, we can reduce the interval size to $\mathcal{O}\left(\epsilon d^{*}\right)$. Thus, a binary search performs $\mathcal{O}\left(\log \left(\epsilon d^{*}\right)\right)$ tests.

Lemma 3.4.1. Let I be an interval of integers, and let $x \in I$ be the minimum value for which a (decidable) property holds. Furthermore, let the property hold for all $x^{\prime} \in I$ with $x^{\prime}>x$. Given an approximation $d \in I$ for $x$ with $x \leq d \leq\lceil(1+\epsilon) x\rceil$ for some $\epsilon>0$, a binary search for $x$ can be realized with $\mathcal{O}(\log (\epsilon x))$ tests.

Proof. We have $d-1 \leq(1+\epsilon) x$ and can obtain the lower bound $(d-1) /(1+\epsilon) \leq x$. Let $L$ denote the size of the interval

$$
I \cap\{\lceil(d-1) /(1+\epsilon)\rceil, \ldots, d-1\}
$$

of integral values for $x$ that remain to be checked. We have

$$
L \leq(d-1)-\left\lceil\frac{d-1}{1+\epsilon}\right\rceil+1 \leq(1+\epsilon) x-\frac{d-1}{1+\epsilon}+1 .
$$

Now, we apply the bounds $x \leq d$ and $\epsilon>0$ and obtain

$$
\begin{aligned}
L & \leq(1+\epsilon) x-\frac{x-1}{1+\epsilon}+1 \\
& <\frac{(1+\epsilon)^{2} x-x}{1+\epsilon}+2 \\
& =\frac{\left(\epsilon^{2}+2 \epsilon\right) x}{1+\epsilon}+2 \\
& =\left(\epsilon+\frac{\epsilon}{1+\epsilon}\right) x+2<2 \epsilon x+2 .
\end{aligned}
$$

Thus, we need to perform $\mathcal{O}(\log (\epsilon x))$ tests in the binary search on $I$ at most.

Theorem 3.4.2. To compute $\left\lceil d^{*}\right\rceil$, along with a subgraph of density greater than $\left\lceil d^{*}\right\rceil-1$, Goldberg's method can be made to run in time

$$
\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right) \log d^{*}\right)
$$

with Dinitz's algorithm, and in time

$$
\tilde{\mathcal{O}}\left(|E|^{10 / 7} \log d^{*}\right)=\tilde{\mathcal{O}}\left(|E|^{10 / 7}\right)
$$

with Madry's algorithm for unit capacities, and in time

$$
\tilde{\mathcal{O}}\left(|E| \sqrt{|V|} \log d^{*}\right)=\tilde{\mathcal{O}}(|E| \sqrt{|V|})
$$

with the Lee-Sidford algorithm.
Proof. Obtain a 2 -approximation $d$ with the greedy algorithm in Chapter 7 . Since $d$ is integral, we have $\left\lceil d^{*}\right\rceil \leq d \leq 2 d^{*} \leq 2\left\lceil d^{*}\right\rceil=\left\lceil 2\left\lceil d^{*}\right\rceil\right\rceil$. By applying Lemma 3.4.1 with $x=\left\lceil d^{*}\right\rceil$ and $\epsilon=1$, performing the binary search is possible with $\mathcal{O}\left(\log d^{*}\right)$ tests (instead of $\left.\log |V|\right)$.
For every integral test value $g$, we construct Goldberg's network and reduce capacities either by Proposition 2.14.3 or use 'modified network' we described in the previous section. For every test value $d$ in the search, we compute the maximum flow and check whether it saturates all source arcs (Theorem 3.3.2).
For Dinitz's algorithm, Theorem 2.15 .2 can be applied for each test. For the Lee-Sidford algorithm, the runtime is immediate. Madry's algorithm allows parallel arcs in the flow network [Mąd13], i.e., the flow network is a multigraph. After the capacity reduction we can split every source arc $(s, v)$ into $c(s, v)$ parallel unit capacity arcs from $s$ to $v$. We proceed analogously for the sink arcs. The number of arcs in this modified network is in $\mathcal{O}(|E|)$.
Once we have determined $\left\lceil d^{*}\right\rceil$, a test for $d=\left\lceil d^{*}\right\rceil-1$ allows us to return a minimum cut as a subgraph of density greater $\left\lceil d^{*}\right\rceil-1.4$

[^11]With the above theorem, an 'almost-densest subgraph' can be determined faster than a densest subgraph with Theorem 3.3.5. This improvement is not purely theoretical: Dinitz's algorithm on almost unit capacity networks is quite simple and can be expected to be faster in practice than the rather involved Goldberg-Rao flow algorithm (see Subsection 2.12.4) used in Theorem 3.3.5.

The runtime for integral test values can be further reduced (Chapters 5 and 6). To this end, we will establish a relationship of the densest subgraph problem with graph orientations in the following section.

### 3.5 LINEAR PROGRAMS FOR THE DENSEST SUBGRAPH PROBLEM

Charikar [Chaooa] proposes the following linear programming formulation for computing the maximum density:

$$
\begin{array}{rlrl}
\max & & \\
\text { s.t. } & & \\
\sum_{u v \in E} x_{u v} & \\
\sum_{v \in V} y_{v} & \leq 1, & & \\
x_{u v} & \leq y_{u}, y_{v}, & u v \in E,  \tag{3.13}\\
x_{u v} & \geq 0, & u v \in E, \\
y_{v} & \geq 0, & v \in V .
\end{array}
$$

While the LP objective is to select as much of the edges as possible while putting little mass on the vertex variables, it is not immediately clear that the LP's optimum value is equal to $d^{*}$. In order to show this, Charikar uses the following lemmata.

Lemma 3.5.1 ([Chaooa]). For any subgraph $H$ of $G$, the optimum value of (3.9)-(3.13) is at least d $(H)$.

Proof. Let $H=\left(V_{H}, E_{H}\right) \subseteq G$. For every $v \in V_{H}$, set $y_{v}=1 /\left|V_{H}\right|$ and for every $u v \in E_{H}$, set $x_{u v}=1 /\left|V_{H}\right|$. This is a feasible solution to the LP (3.9)-(3.13) with value $\left|E_{H}\right| /\left|V_{H}\right|=d(H)$.

Charikar next proves that for an LP solution of value $v$, there exists a subgraph of this density. We add a trivial runtime analysis for the construction of such a subgraph from the LP solution.

Lemma 3.5.2 ([Chaooa]). Let $G=(V, E)$ be the input graph. Given a feasible solution to (3.9)-(3.13) with value $v$, a subgraph $H$ with $d(H) \geq v$ can be constructed in time $\mathcal{O}(|E|+|V| \log |V|)$.

Proof. Consider a feasible solution $(x, y)$ with $\sum_{u v \in E} x_{u v}=v$. Without loss of generality, assume that $x_{u v}=\min \left(y_{u}, y_{v}\right)$.

For a parameter $r \in[0,1]$, let

$$
\begin{aligned}
& V(r)=\left\{v \in V \mid y_{v} \geq r\right\}, \\
& E(r)=\left\{u v \in E \mid x_{u v} \geq r\right\} .
\end{aligned}
$$

Note that if $u v \in E(r)$, then $u, v \in V(r)$. Moreover, if $u, v \in V(r)$ then $u v \in E(r)$ by the assumption $x_{u v}=\min \left(y_{u}, y_{v}\right)$. Thus, $E(r)$ is exactly the set of edges induced by $V(r)$. We have

$$
\begin{align*}
\int_{0}^{1}|V(r)| d r & \leq 1  \tag{3.14}\\
\int_{0}^{1}|E(r)| d r & =\sum_{u v \in E} x_{u v} . \tag{3.15}
\end{align*}
$$

This is due to the fact that a vertex $v$ raises $V(r)$ by one from 0 to $y_{v}$. Therefore, the total area of the integral is the sum $\sum_{v \in V} y_{v}$, which is bounded by one according to (3.10). Analogously, one shows (3.15).

We now show there exists an $r \in[0,1]$ such that $|E(r)| /|V(r)| \geq v$, then the subgraph $(V(r), E(r))$ has density at least $v$. To see this, assume there is no such $r$. We obtain

$$
v=\sum_{u v \in E} x_{u v} \stackrel{(3.15)}{=} \int_{0}^{1}|E(r)| d r<v \int_{0}^{1}|V(r)| d r \stackrel{(3.14)}{\leq} v,
$$

a contradiction.
To obtain a set $S$ such that $d(G[S]) \geq v$, sort the values $y_{v}$ in descending order in time $\mathcal{O}(|V| \log |V|)$. Then, starting from the largest $y$-value and going down to the smallest, gradually add the vertices $v$ with $y_{v} \geq r$ to $S$ and grow the set $E[S]=E(r)$ of induced edges simultaneously. This is possible in time $\mathcal{O}(|E|)$. Record the maximum of $|E(r)| /|S(r)|$ during this computation. Then identify a set $S$ that obtained the maximum in a second run of the algorithm, and return it.

Theorem 3.5.3 ([Chaooa]). The optimum value of the LP (3.9)-(3.13) is $d^{*}$.

Proof. Let OPT denote the optimum value of the LP. By Lemma 3.5.1, $O P T \geq d^{*}$, and by Lemma 3.5.2, $d^{*} \geq$ OPT. Therefore, OPT $=d^{*}$.

In an unpublished extended version of [KSoga], Khuller and Saha consider the LP where (3.10) is required with equality, which affects neither feasibility nor the optimum value.

Theorem 3.5.4 ([KSogb]). The LP (3.9)-(3.13), where (3.10) is required with equality, has an optimal solution where all values $y_{v}$ greater than zero are equal. Furthermore, for any optimal solution, the vertices $v$ with $y_{v}>0$ induce a densest subgraph.

Bălălău et al. [Băl+15] independently show the furthermore-part. A direct consequence is that, given an optimal solution to the modified LP, a densest subgraph can be constructed in time $\mathcal{O}(|E|)$ instead of $\mathcal{O}(|E|+|V| \log |V|)$. Theorem 3.6.2 will show how to achieve this from an optimum solution to the dual LP.

The dual of the LP (3.9)-(3.13) is the following:

$$
\begin{array}{rlrl}
\min & d & \\
\text { s. t. } & d-\sum_{u v \in E} f_{u v, v} & \geq 0, & v \in V, \\
& f_{u v, u}+f_{u v, v} & =1, & u v \in E, \\
& f_{u v, u}, f_{u v, v} & \geq 0, & u v \in E, \\
& d \geq 0 . & \tag{3.20}
\end{array}
$$

Here, we modified the actual dual constraint $f_{u v, u}+f_{u v, v} \geq 1$ to hold with equality, which affects neither feasibility nor the optimum value. It is then possible to reduce the number of variables from $2|E|+1$ to $|E|+1$, since we can substitute $f_{u v, u}=1-f_{u v, v}$. This is used in our LP implementation in Chapter 12.

The Strong Duality Theorem implies that the dual LP has the same optimum value as (3.9)-(3.13). The dual LP has been independently examined by Cohen [Cohio] and Venkateswaran [Veno4], and has a simple interpretation: every edge $u v$ of the graph can be fractionally oriented to its two endpoints with $f_{u v, u}$ and $f_{u v, v}$, and the maximum fractional indegree $d$ is to be minimized.

We can now state an alternative proof to Proposition 3.2.3.
Alternative proof of Proposition 3.2.3. Set $f_{u v, u}=1 / 2=f_{u v, v}$ for every edge and $d=\Delta / 2$. The total value of fractional assignments for a vertex $v \in V$ is

$$
\sum_{u v \in E} f_{u v, v}=\operatorname{deg}(v) / 2 \leq \Delta / 2=d
$$

Hence, $\left(f_{u}, f_{v}, d\right)$ is a feasible solution and thus, $d^{*} \leq d=\Delta / 2$.

### 3.6 THE BIPARTITE ORIENTATION NETWORK

The fractional orientation variables in the previous section were suggestively denoted by $f$ because they correspond to a flow in a certain network. We give an alternative proof of Theorem 3.5.3, which uses the following lemma. A proof sketch is due to Cohen [Cohio]. We will refer to the network defined in the lemma as 'the bipartite network' throughout the thesis. As we noted for the provisioning problem, a generalization was previously known [Bal70; Law76] (see also the remarks in [GGT89]), a weighted version is used by Chen [Che95]. It is also independently described by Aichholzer et al. [AAR95]. An example of the bipartite network can be seen in Figure 3.3 on the following page.


Figure 3.3: (a) A simple graph with $d^{*}=5 / 4$. (b) The corresponding bipartite flow network for a test value $d$. (c) A maximum flow in the network for $d=5 / 4$. A non-singleton minimum cut is indicated with blue vertices. It is returned when mirroring the network and searching in the residual network from $t$.

Lemma 3.6.1 ([Cohio]). Let $G=(V, E)$ be a simple graph. For $d \geq 0$, consider the following parameterized flow network $N_{d}=\left(V^{\prime}, E^{\prime}, c, d\right), a$ bipartite graph augmented with a source and sink:

$$
\begin{aligned}
& V^{\prime}:=E \dot{\cup} V \dot{\cup}\{s, t\}, \\
& E^{\prime}:=\{(e, u) \mid u v=e \in E\} \dot{\cup}\{(s, e) \mid e \in E\} \dot{\cup}\{(v, t) \mid v \in V\},
\end{aligned}
$$

with capacities

$$
\begin{array}{rr}
c(s, e):=1, & e \in E, \\
c(e, u):=1, & e \in E, u \in e, \\
c(v, t):=d, & v \in V .
\end{array}
$$

There is a feasible (and maximum) flow of value $|E|$ in $N_{d}$ if and only if $d \geq d^{*}(G)$.
Proof. Let $H=\left(V_{H}, E_{H}\right)$ be a densest subgraph of $G$.
' $\Rightarrow$ ': If a flow of value $|E|$ is feasible, then $\left|E_{H}\right|$ will be sent from the sink to the edge nodes corresponding to $E_{H}$. It is then propagated to the nodes corresponding to $V_{H}$. Since each vertex node can pass at most $d$ to the sink, we must have $d\left|V_{H}\right| \geq\left|E_{H}\right| \Leftrightarrow d \geq \frac{\left|E_{H}\right|}{\left|V_{H}\right|}=d^{*}$.
' $\Leftarrow$ ': If $d \geq d^{*}=\frac{\left|E_{H}\right|}{\left|V_{H}\right|}$, we show that the cut through the arcs from $s$ to the edge nodes is a minimum cut with value $|E|$. By the MFMC Theorem, the value of the minimum cut is equal to the value of the maximum flow, so the flow of value $|E|$ is feasible.

Consider an arbitrary cut of the network. Let $T$ be the set of edge nodes on the $t$-side of the cut. These contribute $|T|$ to the cut capacity by their incoming arcs. Let $S \subseteq V$ be the set of vertices whose corresponding vertex nodes are on the $s$-side of the cut. These contribute $|S| d$ to the cut. Note that for the set of edges induced by $S$ in $G, E[S]$, we have $d \geq\left|E_{H}\right| /\left|V_{H}\right| \geq|E[S]| /|S|$. The total number of outgoing edges of the edge nodes is $2|E|$. To obtain the true value they contribute to the cut with their outgoing arcs, we have to subtract from this number as follows. Subtract $2|T|$ for the edge nodes on the $t$-side. Subtract at most $2 E[S]$ for the edges induced by $S$ : if such an edge is on the $s$-side, its outgoing arcs do not leave the $s$-side, if it is on the $t$-side, it is part of $T$ and has already been accounted for. Let $\overline{E[S]}$ denote the set of edges not induced by $S$, but whose edge nodes are on the $s$-side of the cut. Such an non-induced edge has either one or two end vertices on the $t$-side. The latter each contribute two to the cut, so we only have to subtract one for the edges that have exactly one end in $S$. Their number is at most $\overline{E[S]}$. Thus, the cut capacity $C$ is at least

$$
\begin{align*}
C & \geq|S| d+|T|+(2|E|-2|T|-2|E[S]|-|\overline{E[S]}|) \\
& \geq|E[S]|+2|E|-|T|-2|E[S]|-|\overline{E[S]}|  \tag{3.21}\\
& =2|E|-(|T|+|E[S]|+|\overline{E[S]}|) \geq|E| .
\end{align*}
$$

If $d \geq d^{*}, d$ and a maximum flow in the network $N_{d}$ correspond a feasible solution to the LP (3.17)-(3.20): The flow sent from the source to an edge node is exactly one and must be split to the two endpoints of the corresponding edge, modelling (3.18). The vertices can absorb $d$ at most, which is modeled in (3.17).
Likewise, if $\left(f_{u}, f_{v}, d\right)$ is a solution to the LP, then it corresponds to a maximum flow of value $|E|$ in the network $N_{d}$. Using a maximum flow algorithm in a binary search for the minimum feasible $d$ allows for better runtimes than solving the dual LP with linear program solvers. Can we construct a densest subgraph from an optimal dual solution?

Theorem 3.6.2. Let a maximum flow in the bipartite network be given for test value $d=d^{*}$. For any densest subgraph $H=\left(V_{H}, E_{H}\right)$, the cut $C_{H}=\{s\} \cup E_{H} \cup V_{H}$ is a minimum cut in the bipartite network. Apart from these cuts and the singleton cut through the source arcs, there are no minimum cuts for this test value.

Proof. The arcs going from $s$ to the edge nodes corresponding to $E \backslash E_{H}$ contribute $|E|-\left|E_{H}\right|$ to the cut $C_{H}$. The arcs going from the vertex nodes corresponding to $V_{H}$ to $t$ each have capacity $d^{*}=\left|E_{H}\right| /\left|V_{H}\right|$, so they contribute $\left|E_{H}\right|$ to the cut in total. Thus, the cut capacity is $|E|$. By Theorem 3.6.1, this is the minimum capacity.
To see that all other cuts except the singleton cut have a higher capacity, let $S \subseteq V$ be the set of vertex nodes on the $s$-side and $T \subseteq E$ be the set of edge nodes on the $t$-side.
If $|S|=0$, every edge node contributes one to the cut if it is on the $t$-side, otherwise it contributes two. Therefore, only the cut $\{s\}$ has capacity $|E|$. (We do not consider $G[\varnothing]$ to be a subgraph.)
If $|S| \geq 1$, and it is not the set of vertices of a densest subgraph, then $|E[S]| /|S|<d^{*}=d$, so $|S| d>|E[S]|$. Thus, we see strict inequality in (3.21), so the cut's capacity exceeds $|E|$ and it is thus not minimum.

If $S$ is a set of vertices and $E \backslash T \neq E[S]$, i.e., the cut does not represent an induced subgraph, we can show that its capacity also exceeds $|E|$ : The nodes corresponding to $S$ contribute $|S| d$. Every edge node not on the $s$-side of the cut contributes one to the cut. If it is in $E[S]$, this means an excess compared to the situation of the cut corresponding to an induced subgraph (where the edge node contributes zero to the cut), regardless of it being densest or not. If it is not in $E[S]$, there is no change with respect to the situations discussed above. If an edge node not in $E[S]$ is on the $s$-side of the cut, it adds an additional two to the cut capacity. Whether $(S, E[S])$ is a densest subgraph or not, in both cases the cut capacity exceeds $|E|$ by above considerations. We can determine a non-singleton cut by 'mirroring' the flow network as we did in the proof of Theorem 3.3.4.

In contrast to Goldberg's method for test values $d \leq d^{*}$, it is unclear how to obtain a subgraph of density at least $d$ unless we hit $d=d^{*}$
exactly. On the other hand, we can determine a fractional $d$-orientation for any $d \geq d^{*}$.

By restricting the variables in the LP to integral values, we obtain an ILP for the problem of finding the smallest integer $d$ such that an integral $d$-orientation exists.

Definition 3.6.3. Let $G$ be a simple graph. The smallest integer $d$ such that a $d$-orientation $\vec{G}$ of $G$ exists is called the orientation number $p(G)$, and $\vec{G}$ is an optimal orientation. The problem of determining an optimal orientation is called the orientation problem.

We can now see that an optimal orientation can be found efficiently despite the NP-completeness of ILPs (with only binary variables) in general (Theorem 2.11.13).

Corollary 3.6.4. The orientation problem can be solved in $\mathcal{O}\left(|E|^{2} \log p\right)$ time.

Proof. Use an exponential search to obtain a 2-approximation of $p$, followed by a binary search. In each test, construct the bipartite network and find an integral maximum flow with the Ford-Fulkerson algorithm. Since the maximum flow value is bounded by $|E|$, its runtime is $\mathcal{O}\left(|E|^{2}\right)$. We report a test to be successful if the maximum flow value is exactly $|E|$. Correctness follows from Lemma 3.6.1.

Aichholzer et al. [AAR95] claim that a runtime of $\mathcal{O}\left(|E|^{3 / 2} \log d^{*}\right)$ is achieved with the Hopcroft-Karp algorithm [HK73] for bipartite matching. ${ }^{5}$ They do not elaborate what is to be done in the analysis about the arcs to the sink - in the straightforward reduction from the bipartite matching problem to the maximum flow problem, all arcs have unit capacity. We will address this issue in Chapter 5 for Dinitz's algorithm with the theory of AUC networks.

Venkateswaran [Veno4] shows that if variable $d$ in the dual LP is transformed into a constant, then the parameterized LP (with then constant objective function) has a totally unimodular constraint matrix. He also gives an example where the original matrix is not TU.

We give a simple alternative proof of total unimodularity based on Lemma 2.11.10 and the relationship between the dual LP and the bipartite network.

Proposition 3.6.5 ([Veno4]). If d is fixed to be a constant in the LP (3.17)(3.20), the constraint matrix is TU.

Proof. Note that if $d$ is fixed as a constant, it appears on the righthand side of the LP, not in the constraint matrix. We will refer to the constraints by their original counterparts. Consider the bipartite

5 The Hopcroft-Karp algorithm, which is generalized by Dinitz's algorithm, runs in time $\mathcal{O}(m \sqrt{n})$ for $n$ nodes and $m$ arcs. Note that $n=|E|+|V|$ and $m \in \mathcal{O}(|E|)$ in our bipartite network.
network (without $s$ and $t$ ) as andirected graph $G^{\prime}$ with $|V|+|E|$ vertices. Each edge node has two incident edges that correspond to $f_{u v, u}$ and $f_{u v, v}$. These $|E|$ rows in the incidence matrix of $G^{\prime}$ are exactly the rows for Constraints (3.18).

Every vertex node $v$ has an edge incident to it for every edge incident to $v$ in the original graph; this edge corresponds to $f_{u v, v}$. Thus, these $|V|$ rows are exactly the rows for Constraints (3.17) with the occurrence of $d$ removed. By Lemma 2.11.10 this matrix is TU.

Proposition 3.6 .5 and Theorem 2.11.11 imply the following corollary.
Corollary 3.6.6. For every integer $d \geq d^{*}$, there is a (non-fractional) $d$ orientation.

The orientation problem can alternatively be solved in polynomial time by employing a binary search and a polynomial-time LP solver that determines an optimal extreme point. Note that Corollary 3.6.6 also follows from the bipartite network for test value $\left\lceil d^{*}\right\rceil$ by invoking Theorem 2.12.10 on integral flows.

By exploiting the duality of the densest subgraph problem and the smallest maximum fractional indegree problem, we obtain a simpler proof than Venkateswaran for the following theorem.

Theorem 3.6.7 ([AAR95; Bezoo; Veno4]). Let $G=(V, E)$ be a simple graph. Then the smallest maximum indegree $p(G)$ equals $\left\lceil d^{*}(G)\right\rceil$.

Proof. By Theorem 3.5.3 and observing that the dual LP describes the fractional orientation problem, we have $d^{*} \leq p$. If we use $\left\lceil d^{*}\right\rceil$ as a feasible test value, Corollary 3.6 .6 shows that there is a $\left\lceil d^{*}\right\rceil$ orientation, i.e., $p \leq\left\lceil d^{*}\right\rceil$. Thus $p=\left\lceil d^{*}\right\rceil$.

We will write $\left\lceil d^{*}\right\rceil$ instead of $p$ in the remainder of the thesis except Chapters 8-10 that deal with pseudoforest partitions. There, we will write $p$ because it equals the pseudoarboricity.

Theorem 3.6.7 is independently proved by an application of Hall's theorem [Hal35] by Aichholzer et al. [AAR95] and by induction and path reversals by Bezáková [Bezoo]. We will see another proof of Theorem 3.6.7 based on matroid theory in Chapter 8. As Kowalik [Kowo6] notes, the following theorem can also be employed. It was proved independently by Hakimi [Hak65] and Frank and Gyárfás [FG78]. We present the proof by the latter, which is simpler and can be easily turned into an efficient algorithm.

Theorem 3.6.8 ([Hak65; FG78]). Let $G=(V, E)$ be a simple graph and $b: V \rightarrow \mathbb{Z}$. G has an orientation $\vec{G}$ with $\operatorname{indeg}_{\vec{G}}(v) \leq b(v)$ for all $v \in V$ if and only if

$$
\begin{equation*}
|E[S]| \leq \sum_{v \in S} b(v) \quad \forall S \subseteq V \tag{3.22}
\end{equation*}
$$

Proof. ' $\Rightarrow$ ': Let $\vec{G}$ be an orientation with $\operatorname{indeg}_{\vec{G}}(v) \leq b(v)$ for all $v \in V$. Clearly,

$$
|E[S]| \leq \sum_{v \in S} \operatorname{indeg}_{\vec{G}}(v) \leq \sum_{v \in S} b(v)
$$

' $\Leftarrow$ ': Let $\vec{G}$ denote an arbitrary orientation of $G$. Let $V^{*}$ be the set of vertices $v \in V$ with $\operatorname{indeg}_{\vec{G}}(v)>b(v)$. Define the quality of an orientation $\vec{G}$ to be

$$
q(\vec{G}):=\sum_{v \in V^{*}} \operatorname{indeg}_{\vec{G}}(v)-b(v) .
$$

We now prove that if (3.22) holds, then we can either modify $\vec{G}$ such that $q(\vec{G})=0$, which proves the claim, or find a set $S$ that violates (3.22), which constitutes a contradiction.

Unless $q(\vec{G})=0$, let $u \in V$ be a vertex with $\operatorname{indeg}_{\vec{G}}(u)>b(u)$, and let $S$ be the set of all vertices that can be reached from $u$ in the opposite direction of the edges. (For example, if $u \leftarrow v \leftarrow w$, then $v, w \in S$.)

If there is a vertex $v \in S$ with $\operatorname{indeg}_{\vec{G}}(v)<b(v)$, reverse the path from $v$ to $u$. This improves the quality measure $q$ by one as all vertices on the path except $u$ and $v$ do not change their indegree, $u$ does not enter $V^{*}$, and $v^{\prime}$ s indegree drops by one.

If no such vertex exists, then indeg $\vec{G}_{(v)} \geq b(v)$ for every $v \in S$. As no edge enters $S$, we have

$$
|E[S]|=\sum_{v \in S} \operatorname{indeg}_{\vec{G}}(v)>\sum_{v \in S} b(v) .
$$

This contradicts (3.22). By applying the argument repeatedly, we can reduce $q$ to zero or arrive at a contradiction.

Note that the theorem is quite general because it allows different indegree bounds for the vertices. We can compute such an orientation if it exists by altering the sink arc capacities in the bipartite network to the function $b$. We can do the same for a function $b: V \rightarrow \mathbb{R}$ and fractional orientations. It stands to reason that the theorem also holds in this case. However, the above proof does not work because the improvement of the quality measure could be arbitrarily small and thus $q$ may never reach zero. Recall from Section 2.12.4 that the Ford-Fulkerson algorithm suffers from the same problem for irrational capacities. We shall not pursue the matter further. Let us instead give an alternative proof of Theorem 3.6.7.

Alternative proof of Theorem 3.6.7. Set $b(v)=\left\lceil d^{*}\right\rceil$ for every $v \in V$. For nonempty $S \subseteq V$, we can rewrite (3.22) equivalently as

$$
d(G[S])=\frac{|E[S]|}{|S|} \leq\left\lceil d^{*}\right\rceil
$$

This is true by the definition of the maximum density. By Theorem 3.6.8, an orientation $\vec{G}$ with $\operatorname{indeg}_{\vec{G}}(v) \leq\left\lceil d^{*}\right\rceil$ for all $v \in V$ exists.

To see that this upper bound is the smallest possible, set $b(v)=$ $\left\lceil d^{*}\right\rceil-1<d^{*}$ to arrive at a contradiction by considering the densest subgraph and (3.22).

The proof of Theorem 3.6.8 inspires how $\left\lceil d^{*}\right\rceil$ can be found algorithmically without knowledge of maximum flow algorithms. We will call this the path reversal algorithm, which was described independently by Venkateswaran [Veno4] and Asahiro et al. [Asa+07]. Further properties of this algorithm were examined by Borradaile et al. [Bor +17 ].
Starting from an arbitrary orientation, take a vertex $u$ with maximum indegree $d_{\max }$ and search for path $u \leftarrow \cdots \leftarrow v$ to a vertex $v$ with indegree at most $d_{\max }-2$. Reverse the path. The indegree of $u$ and $v$ is then at most $d_{\max }-1$, and the indegrees of the remaining vertices on the path do not change. Repeat this step (updating $d_{\max }$ when necessary) until no such reversible path can be found. Reversible paths can be interpreted as augmenting paths in a flow network. Frank and Gyárfás [FG78] already mentioned that network flow theory can be applied, but did not elaborate.

Bezáková [Bezoo] describes a similar algorithm that starts with a lower bound to $\left\lceil d^{*}\right\rceil$ (e.g., zero) and all edges unoriented. In order to orient an unoriented edge $u v$, first arbitrarily orient it to $v$. If the lower bound becomes violated thereby, search for a reversible path from $v$ as described, and reverse it. If no such path exists, the lower bound is raised by one. Once all edges have been oriented, the lower bound is reported as $\left\lceil d^{*}\right\rceil$.

Theorem 3.6.9 ([Bezoo; Veno4; Asa+07]). The orientation problem can be solved in time $\mathcal{O}\left(|E|^{2}\right)$ with algorithms based on path reversals.

We note that the runtime analysis of Bezáková's algorithm is particularly easy, as $|E|$ edges are oriented, and searches for reversible paths take $\mathcal{O}(|E|)$ with BFS.

A trivial analysis of the path-reversal algorithm starting with an arbitrary orientation yields a runtime bound of $\mathcal{O}\left(|V|^{2}|E|\right)$ : The maximum indegree can be reduced at most $|V|$ times, there are at most $|V|$ vertices with current maximum indegree, and reducing the maximum indegree of a vertex is possible in $\mathcal{O}(|E|)$. Instead of proving the $\mathcal{O}\left(|E|^{2}\right)$ runtime as in [Veno4; Asa+07], we note the following interesting application of a constant-factor approximation: If one uses a 2-approximating orientation as the initial orientation, the maximum indegree can drop only $\mathcal{O}(\sqrt{|E|})$ times by Lemma 3.2.2. In this way the runtime can be analyzed to be $\mathcal{O}\left(|V||E|^{3 / 2}\right)$.
It is possible to use a flow algorithm for finding reversible paths from all vertices with maximum indegree at the same time, which leads to an algorithm with runtime $\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right) \sqrt{|E|}\right)$ using

Dinitz's algorithm when starting from a 2-approximating orientation. The flow can be interpreted as an 'overlay of reversed paths', i.e., an edge may be flipped several times by different paths. A similar, but better approach based on binary search will be given in the following chapter, therefore we do not delve into the details here.

### 3.7 STREAMING ALGORITHMS

A graph stream is a graph that may be subject to change, typically by single edge insertions and deletions. If both are allowed, the problem of maintaining a solution under these changes is called fully dynamic. We give a succinct literature review here.

Bahmani et al. [BKV12] show how a $(2+\epsilon)$-approximation to the densest subgraph can be found in $\mathcal{O}\left(\log |V| \epsilon^{-1}\right)$ passes and $\mathcal{O}(|V|)$ space. They also address the case of directed graphs and test a MapReduce implementation.

Bhattacharya et al. [Bha+15a; Bha+15b] show how to maintain a $(4+\epsilon)$-approximating subgraph with high probability in the fully dynamic setting in $\tilde{\mathcal{O}}(1)$ amortized time, while queries take $\tilde{\mathcal{O}}(1)$ time. It uses $\tilde{\mathcal{O}}(|V|)$ space. An approximation factor of $(2+\epsilon)$ can be traded for a query time of $\tilde{\mathcal{O}}(|V|)$.

Epasto et al. [ELS 15 ] present a fully dynamic algorithm that maintains a $(2+\epsilon)$-approximating subgraph whose amortized runtimes are $\tilde{\mathcal{O}}\left(\epsilon^{-2}\right)$ for insertion and $\tilde{\mathcal{O}}\left(\epsilon^{-4}\right)$ for deletion with high probability. It requires $\mathcal{O}(|V|+|E|)$ space.

McGregor et al. [McG+15b; McG+15a] present a single-pass algorithm that returns a $(1+\epsilon)$-approximating subgraph with high probability. An update takes $\tilde{\mathcal{O}}(1)$ time, and it needs $\tilde{\mathcal{O}}\left(|V| \epsilon^{-2}\right)$ space. The desired subgraph is constructed with a polynomial-time algorithm such as Goldberg's.

Angel et al. [Ang+14] address the problem of changing edge weights. Das Sarma et al. show how to maintain a densest subgraph under a certain condition [Das+12].

### 4.1 THE RE-ORIENTATION ALGORITHM

In the previous chapter, we saw that the dual (3.16)-(3.20) of the LP for the densest subgraph problem is the relaxation of the smallest maximum indegree orientation problem, and that it can be solved in polynomial time by performing a binary search and solving a bipartite flow problem.

There is yet another flow network defined on the original graph that has several advantages. We call the algorithm that uses it the reorientation algorithm. It has been described independently by Bezáková [Bezoo], Kowalik [Kowo6], and Asahiro et al. [Asa+o7].

Unlike the bipartite network, where an orientation is computed 'from scratch' (the edges are not oriented initially), we start with an arbitrary orientation $\vec{G}$ of the graph. For some test value $d$, we try to re-orient $\vec{G}$ such that every vertex has at most $d$ ingoing edges (Figure 4.1 on the next page). In order to do so, we add a source with arcs to every vertex that has more than $d$ ingoing edges: this vertex has to flip at least indeg $\vec{G}_{\vec{G}}(v)-d$ ingoing edges (more, if outgoing edges flip are flipped well) to lower its indegree to $d$. Likewise, we add a sink with arcs from every vertex whose indegree is less than $d$. The indegrees of these vertices may rise up to $d$ by flipping edges.

Definition 4.1.1. For an orientation $\vec{G}=(V, \vec{E})$ of a simple graph $G=(V, E)$ and $d \geq 0$, the re-orientation network $(V \dot{\cup}\{s, t\}, A, c)$ is given as follows:

$$
\begin{aligned}
& (u, v) \in A: c(u, v):=1 \quad \Leftrightarrow u \leftarrow v \text { in } \vec{G}, \\
& (s, v) \in A: c(s, v):=\operatorname{indeg}_{\vec{G}}(v)-d \Leftrightarrow \operatorname{indeg}_{\vec{G}}(v) \geq d, \\
& (v, t) \in A: c(v, t):=d-\operatorname{indeg}_{\vec{G}}(v) \Leftrightarrow \operatorname{indeg}_{\vec{G}}(v)<d .
\end{aligned}
$$

Recall Theorem 2.12.10: If the capacities are all integral, which is the case if $d$ is an integer, there is an integral maximum flow. Let us run an algorithm that determines an integral maximum flow. A flow of 1 through an arc other than the source and sink arcs means that the corresponding edge should be reversed, while a flow of 0 means it should point in the original direction of $\vec{G}$. In the relaxation of the orientation problem, we have fractional test values $d$, and the (possibly non-integral) flow determines a fractional re-orientation. ${ }^{1}$

[^12]

Figure 4.1: (a) A simple graph with $\left\lceil d^{*}\right\rceil=2$. (b) A 3-orientation of the graph that serves as an initial orientation here. (c) The re-orientation network for the initial orientation and test parameter $d=2$. (d) An integral maximum flow that saturates all source arcs, which means that the test for $d=2$ is successful. (e) A 2-orientation that is obtained by reversing the edges in the initial orientation whose corresponding arcs carry nonzero flow (blue).

A test is successful if all source arcs are saturated by the maximum flow, i.e., every vertex whose indegree was greater than $d$ could lower it to at most $d$, and the indegrees of the other vertices did not rise to more than $d$.

While this is quite intuitive, the fact that the test performed in this way correctly answers the question whether a $d$-orientation exists was proven rigorously and independently by Bezáková [Bezoo], Kowalik [Kowo6], and Asahiro et al. [Asa+07]. The reader may want to rely on intuition and skip the following two lemmata that use results from the previous chapter for an alternative proof. We first show that a flow in the re-orientation network can be converted into a flow in the bipartite network.

Lemma 4.1.2. Let $\vec{G}$ be an orientation. Consider the re-orientation network for $\vec{G}$ and a (possibly non-integral) test value $d \geq 0$. Let

$$
R:=c(\{s\}, V \cup\{t\})=\sum_{\substack{v \in V \\ \text { indeg } \\ \vec{G} \\(v)>d}}\left(\operatorname{indeg}_{\vec{G}}(v)-d\right)
$$

denote the total indegree to be re-oriented away.
For $0 \leq x \leq R$, a flow $f$ of value $R-x$ in the re-orientation network can be converted into a flow $\tilde{f}$ of value $|E|-x$ in the bipartite network for test value $d$ in linear time. Moreover, if $f$ and d are integral, so is $\tilde{f}$.

Proof. We denote the orientation of each edge in $\vec{G}$ by $f_{u v, u}, f_{u v, v} \in$ $\{0,1\}$, which sum to one. Let $R$ and $x$ be defined as above.

Consider the (possibly fractional) orientation $\vec{G}^{\prime}$ that arises when a edges $(u, v) \in \vec{E}$ are re-oriented according to $f$ : Set $f_{u v, v}^{\prime}=f_{u v, v}-$ $f(v, u)$, and set $f_{u v, u}^{\prime}=f_{u v, u}+f(v, u)$. Clearly $f_{u v, v}^{\prime}+f_{u v, u}^{\prime}=1$.

Let in $(v):=\sum_{u v} f_{u v, v}$. Note that if $f$ is integral, so are all the values $f_{u v, v}^{\prime}$ because we started from a non-fractional orientation.

For a vertex $v \in V$, define the deficiency

$$
\operatorname{def}(v):= \begin{cases}\left(\operatorname{indeg}_{\vec{G}}(v)-d\right)-f(s, v), & \text { if indeg} \\ 0, & \text { otherwise }\end{cases}
$$

Intuitively speaking, this is the amount of indegree that $f$ fails to reorient at $v$ in order to lower the indegree to $d$. Note that the deficiencies sum to $x$. By flow conservation, for a vertex $v$ with $\operatorname{indeg}_{\vec{G}}(v)>d$ (and thus $f(v, t)=0$ ) we have

$$
\begin{align*}
\operatorname{def}(v) & =\operatorname{indeg}_{\vec{G}}(v)-d-(f(v, V)-f(V, v)) \\
& =\operatorname{indeg}_{\vec{G}^{\prime}}(v)-d . \tag{4.2}
\end{align*}
$$

We now modify $f^{\prime}$ in order to obtain the desired flow $\tilde{f}$ in the bipartite network. For each $v \in V$ with indeg $_{\vec{G}}(v)>d$, subtract a total of $\operatorname{def}(v)$
from the values $f_{u v, v}^{\prime}$ such that they stay nonnegative in an arbitrary fashion, this is feasible because

$$
\begin{align*}
& \sum_{u v \in E} f_{u v, v}^{\prime}=\operatorname{indeg}_{\vec{G}^{\prime}}(v) \stackrel{(4.2)}{=} \operatorname{def}(v)+d \\
& \geq \operatorname{def}(v)
\end{align*}
$$

If $f$ and therefore the orientation $f^{\prime}$ are integral, we should only subtract zero or one for each edge in order to maintain integer values. The other values $f_{u v, v}^{\prime}$ are adopted without change. Call the modified values $\tilde{f}_{u v, u}, \tilde{f}_{u v, v}$. Note that $\tilde{f}$ defines a (fractional) orientation only if $\tilde{f}_{u v, v}+\tilde{f}_{u v, u}=1$ for all $u v \in E$. We show that $\left(\tilde{f}_{u}, \tilde{f}_{v}\right)$ extends to a feasible flow $\tilde{f}$ with $\tilde{f}(u, v)=\tilde{f}_{u v, v}$ in the bipartite network. We set the flow from the source to a node for edge $u v$ to $\tilde{f}_{u v, v}+\tilde{f}_{u v, u} \leq 1$, this ensures flow conservation in this node and a flow value of $|E|-x$. The flow on each sink $\operatorname{arc}(v, t)$ is set to

$$
\tilde{f}(v, t)=\sum_{u v \in E} \tilde{f}_{u v, v}
$$

For a vertex $v$ with indeg $\vec{G}_{\vec{G}}(v)>d$ we have

$$
\tilde{f}(v, t)=\sum_{u v \in E} f_{u v, v}^{\prime}-\operatorname{def}(v) \stackrel{(4 \cdot 3)}{=} d
$$

For the other vertices, define the opportunity

$$
\operatorname{opp}(v):= \begin{cases}\left(d-\operatorname{indeg}_{\vec{G}}(v)\right)-f(v, t), & \text { if } d>\operatorname{indeg}_{\vec{G}}(v) \\ 0, & \text { otherwise }\end{cases}
$$

which is, intuitively speaking, the amount of indegree that $v$ could still take. For each $v \in V$ with $d>\operatorname{indeg}_{\vec{G}}(v)$ we have by flow convervation

$$
\begin{equation*}
\operatorname{opp}(v)=\left(d-\operatorname{indeg}_{\vec{G}}(v)\right)-(f(V, v)-f(v, V)) \tag{4.4}
\end{equation*}
$$

and therefore

$$
\begin{aligned}
\tilde{f}(v, t)=\sum_{u v \in E} f_{u v, v}^{\prime} & =\sum_{u v \in E} f_{u v, v}+f(V, v)-f(v, V) \\
& =\operatorname{indeg}_{\vec{G}}(v)+f(V, v)-f(v, V) \\
& \stackrel{(4 \cdot 4)}{=} d-\operatorname{opp}(v) \\
& \leq d
\end{aligned}
$$

Therefore, the flow $\tilde{f}$ is feasible for test value $d$. If the flow $f$ is integral, so is $\tilde{f}$.

It is not surprising that we can perform the conversion in the opposite direction.

Lemma 4.1.3. A flow $\left(f_{u}, f_{v}\right)$ of value $|E|-x$ in the bipartite flow network for test value $d \geq 0$ can be converted into a flow $f$ of value $R-x$ in the re-orientation network for test value $d$ in linear time, where $R$ is defined as in Lemma 4.1.2. If $\left(f_{u}, f_{v}\right)$ and $d$ are integral, so is $f$.

The proof is similar to Lemma 4.1.2 and omitted. Although we already know the runtimes in the following theorem for finding $\left\lceil d^{*}\right\rceil$ via Goldberg's method (Theorem 3.4.2), we can now determine an optimal orientation simultaneously. Bezáková [Bezoo] and Asahiro et al. [Asa+o7] only show the runtime of $\mathcal{O}\left(|E|^{3 / 2} \log d^{*}\right)$ on the reorientation network with Dinitz's algorithm.

Theorem 4.1.4. A smallest maximum indegree orientation can be computed with the re-orientation network in time

$$
\mathcal{O}\left(|E| \min \left(\sqrt{|E|},|V|^{2 / 3}\right) \log d^{*}\right)
$$

with Dinitz's algorithm, and in time

$$
\tilde{\mathcal{O}}\left(|E|^{10 / 7} \log d^{*}\right)=\tilde{\mathcal{O}}\left(|E|^{10 / 7}\right)
$$

with Madry's algorithm, and in time

$$
\tilde{\mathcal{O}}\left(|E| \sqrt{|V|} \log d^{*}\right)=\tilde{\mathcal{O}}(|E| \sqrt{|V|})
$$

with the Lee-Sidford algorithm.
Proof. Lemma 4.1.2 and Lemma 4.1.3 show in conjunction with the bipartite network that a maximum flow saturates all source arcs if and only if $d \geq d^{*}$. Hence, a test for a $d$-orientation can be made by computing the maximum flow in the re-orientation network for test value $d$. The runtime analysis is analogous ${ }^{2}$ to the proof of Theorem 3.4.2.

While binary-search-based approaches seem to be the fastest one could come up with, we will see in Chapters 5 and 6 that even the logarithmic factor incurred by the binary search can be successfully attacked for Dinitz's algorithm.

We will next show that if $d \geq d^{*}$, a maximum flow in the bipartite network can be converted into a maximum flow in Goldberg's network, and vice versa.

Lemma 4.1.5. A maximum flow in the bipartite network for a test value $d \geq d^{*}$ can be converted into a maximum flow $f$ in Goldberg's network for test value d in linear time. If $f$ is integral, so is the constructed flow.

[^13]Proof. Let $\left(f_{u}, f_{v}\right)$ denote the maximum flow in the bipartite network as before. Define $\operatorname{in}(v):=\sum_{u v} f_{u v, v}$, which is at most $d$ for every $v \in V$, and out $(v)=\sum_{u v} f_{u v, u}$. Note that since $d \geq d^{*}$, the flow value is $|E|$ and we have in $(v)+\operatorname{out}(v)=\operatorname{deg}(v)$. We set the flow in Goldberg's network to be

$$
\begin{array}{lrl}
f(u, v)=f_{u v, v}, & u v \in E, \\
f(v, u) & =f_{u v, u}, & u v \in E, \\
f(s, v) & =|E|, & v \in V, \\
f(v, t) & =|E|+2 \operatorname{in}(v)-\operatorname{deg}(v), & v \in V .
\end{array}
$$

We first show that the flow is feasible. The sink arc capacity constraints are fulfilled because we have in $(v) \leq d$ :

$$
\begin{aligned}
f(v, t) & =|E|+2 \operatorname{in}(v)-\operatorname{deg}(v) \\
& \leq|E|+2 d-\operatorname{deg}(v) \\
& =c(v, t) .
\end{aligned}
$$

All other capacity constraints are trivially satisfied.
Every vertex $v$ receives in $(v)$ from its neighbors and sends out $(v)$ to its neighbors. Furthermore, it receives $|E|$ from the source and sends $|E|+2 \operatorname{in}(v)-\operatorname{deg}(v)$ to the sink. Flow conservation is fulfilled in every vertex $v$ since

$$
\begin{aligned}
|E|+\operatorname{in}(v) & =|E|+\operatorname{in}(v)-(\operatorname{deg}(v)-\operatorname{in}(v)-\operatorname{out}(v)) \\
& =\operatorname{out}(v)+(|E|+2 \operatorname{in}(v)-\operatorname{deg}(v))
\end{aligned}
$$

Thus the flow $f$ is feasible and its value is $|V||E|$, so it is maximum. Clearly $f$ is integral if $\left(f_{u}, f_{v}\right)$ is.

The opposite direction is a little harder to show, because the flow values $f(u, v)+f(v, u)$ in Goldberg's network need not sum to one.

Lemma 4.1.6. A maximum flow in Goldberg's network for test value $d \geq d^{*}$ can be converted into a maximum flow in the bipartite network for test value $d$ in linear time.

Proof. Consider a maximum flow $f$ in Goldberg's network for test value $d \geq d^{*}$. We will first modify $f$ while maintaining feasibility and maximality. For $u v \in E$, consider the sum $s(u v)=f(u, v)+f(v, u)$. If $s(u v)=1$, we do not alter the flow values. If $s(u v)<1$, then we increase both $f(u, v)$ and $f(v, u)$ by $(1-s(u v)) / 2$. Clearly, this increases the sum to exactly one and does not affect flow conservation in $u$ and $v$. It also does not violate capacity constraints because

$$
\begin{aligned}
\frac{1-f(u, v)-f(v, u)}{2} & \leq 1-f(u, v)-f(v, u) \\
& \leq 1-\max (f(u, v), f(v, u))
\end{aligned}
$$

If $s(u v)>1$, we decrease both $f(u, v)$ and $f(v, u)$ by $(s(u v)-1) / 2$. Again, the sum becomes one and flow conservation remains fulfilled. The flow values stay nonnegative because

$$
\frac{f(u, v)+f(v, u)-1}{2} \leq f(u, v)+f(v, u)-1 \leq \min (f(u, v), f(v, u)) .
$$

Let $\operatorname{in}(v)=\sum_{(u, v)} f^{\prime}(u, v)$ and $\operatorname{out}(v)=\sum_{(u, v)} f^{\prime}(v, u)$ with in $(v)+$ $\operatorname{out}(v)=\operatorname{deg}(v)$. We now set $f_{u v, v}^{\prime}=f^{\prime}(u, v)$ and $f_{u v, u}^{\prime}=f^{\prime}(v, u)$ in the bipartite network, both being in the interval $[0,1]$ and satisfying $f_{u v, u}^{\prime}+f_{u v, v}^{\prime}=1$. It remains to show that in $(v) \leq d$. The amount of flow that enters a vertex $v$ in $f^{\prime}$ is $|E|+\operatorname{in}(v)$, the amount that leaves the vertex is at most out $(v)+|E|+2 d-\operatorname{deg}(v)$. Therefore, for every $v \in V$,

$$
\begin{aligned}
|E|+\operatorname{in}(v) & \leq \operatorname{out}(v)+|E|+2 d-\operatorname{deg}(v) \\
& =(\operatorname{deg}(v)-\operatorname{in}(v))+|E|+2 d-\operatorname{deg}(v) \\
& =|E|+2 d-\operatorname{in}(v) .
\end{aligned}
$$

By rearranging and dividing by two, we obtain the desired

$$
\sum_{u v \in E} f_{u v, v}^{\prime}=\operatorname{in}(v) \leq d .
$$

Unfortunately, extending the proofs to non-maximal flows and to the case $d<d^{*}$ seems difficult.

The re-orientation network has an advantage over the bipartite network (at least on the surface), as we shall see in the next section.

### 4.2 KOWALIK'S APPROXIMATION SCHEME

Kowalik [Kowo6] uses the re-orientation network to obtain an approximation scheme for the smallest maximum indegree problem. We will use this approximation scheme for new results in Chapter 6 and Chapters 9 and 10.

A rough overview of the algorithm is as follows: Perform the re-orientation algorithm from the previous chapter using Dinitz's algorithm in a binary search with integral test values. However, if only a $(1+\epsilon)$-approximation is required, we can stop Dinitz's algorithm after $\mathcal{O}\left(\log _{1+\epsilon}|V|\right)$ phases. The usage of Dinitz's algorithm is essential, as we shall see.

In order to show this, Kowalik proves the following lemma [Kowo6], which is a variant of a lemma by Brodal and Fagerberg [BF99, Lemma 2]. However, in its stated form, we found that it is not sufficient for its purposes ${ }^{3}$, and this mistake was copied to a generalized version in [Blui6].

[^14]Lemma 4.2.1 ([Kowo6, Lemma 2]). Let $\vec{G}$ be a d-orientation of a graph $G$, and let $d>d^{*}$. Then for every vertex $v$, there is a path $v \leftarrow \cdots \leftarrow u$ of length at most $\log _{d / d^{*}}|V|$ in $\vec{G}$ from a vertex $u$ whose indegree is smaller than $d$.

An arbitrary orientation is used in each test of the re-orientation algorithm. However, the lemma only makes a statement about testing for $d$ when a $d$-orientation is already given, which is pointless. 4 Dropping the requirement of a $d$-orientation does not render the proof in [Kowo6] invalid, only the word 'exactly' must be replaced with 'at least'. The required lemma is as follows.

Lemma 4.2.2. Let $\vec{G}$ be an arbitrary orientation of a graph $G$, and let $d>$ $d^{*}$. Then for every vertex $v$, there is a path $v \leftarrow \cdots \leftarrow u$ of length at most $\log _{d / d^{*}}|V|$ in $\vec{G}$ from a vertex $u$ whose indegree is smaller than $d$.

We defer the proof to Section 6.1, where we will prove a generalization to fractional orientations. Let us accept Lemma 4.2.2 as given for the moment.

We now review Kowalik's algorithm and its analysis (Algorithm 4.1 on the facing page) in detail. We note that the binary search in the original [Kowo6, Algorithm 4.2] is broken. (The reader may want to skip to Theorem 4.2.3 and assume the binary search works correctly.) Kowalik's search maintains a lower bound $l$ and an (initially feasible) upper bound $u$, the test value is chosen as $t=\lceil(l+u) / 2\rceil$. If the test is successful, the upper bound is set to $t$. If for example $l=2, u=3$, this means that the next test value is three, and since this is feasible, an infinite loop is entered. Thus in the case of success, an update $u \leftarrow u-1$ should be performed. The minimum feasible value encountered so far can be stored separately. Now, however, we may not stop when $l=u$, as this value may not have been tested, even if we update $l \leftarrow t+1$ upon every failure. We should only stop once $l>u$. Alternatively, one can use the test value $t=\lfloor(l+u) / 2\rfloor$, keep the upper bound feasible by setting $u=t$ upon success, and update $l \leftarrow t+1$ in the case of failure. We will use this latter binary search in Section 7.3.

Theorem 4.2.3 ([Kowo6]). Given $\epsilon>0$, an orientation with a maximum indegree of at most $\left\lceil(1+\epsilon) d^{*}\right\rceil$ can be found in time

$$
\mathcal{O}\left(|E| \log |V| \epsilon^{-1} \log d^{*}\right)
$$

Proof. Obtain a 2-approximating upper bound by exponential search, this needs $\mathcal{O}\left(\log d^{*}\right)$ tests. Alternatively, we can use a linear-time 2-approximation algorithm (see Chapter 7).

4 One might wonder if using a good initial orientation might yield some advantage. Although using a 2-approximating orientation in an algorithm in Section 3.6 was useful, we do not find this to be the case for the re-orientation algorithm.

```
Algorithm 4.1: Kowalik's approximation scheme (with a cor-
rected binary search).
    Input: A simple graph \(G=(V, E)\), an arbitrary orientation \(\vec{G}\) of
        \(G\), and a parameter \(\epsilon>0\).
    Output: An integer \(d\) such that \(\left\lceil d^{*}\right\rceil \leq d \leq\left\lceil(1+\epsilon) d^{*}\right\rceil\).
    function test \((t, k)\) :
        \(N_{t} \leftarrow\) the re-orientation network for parameter \(t\)
        /* Compute integral flow */
        Run Dinitz's algorithm on \(N_{t}\) for \(k\) phases
        if all source arcs in \(N_{t}\) are saturated then
        return true
    return false
function approxKowalik( \(\epsilon\) ):
    \(l=0\)
    \(u=1\)
    \(k=2+\log _{1+\epsilon}|V| \quad / *\) Pathlength bound \(* /\)
    /* Compute 2-approximation by exponential search */
    while test \((u, k)=\) false do
        \(l=u+1 \quad / *\) asymptotically not necessary */
        \(u \leftarrow 2 u\)
    \(d=u \quad / *\) minimum feasible found so far */
    while \(l<u\) do
        \(t=\left\lfloor\frac{u+l}{2}\right\rfloor\)
        if test \((t, k)=\) true then
            \(d=t\)
            \(u \leftarrow t\)
        else
            \(l \leftarrow t+1\)
    return \(d\)
    /* The algorithm can be modified to return a
        \(d\)-orientation

By Lemma 2.15.1, a blocking flow can be computed in time \(\mathcal{O}(|E|)\). By a Taylor expansion of \(\log _{1+\varepsilon}(x)\), the runtime of Algorithm 4.1 is bounded by \(\mathcal{O}\left(|E| \log |V| \epsilon^{-1} \log d^{*}\right)\). We now prove its correctness.

If \(d<d^{*}\), the test will always (and correctly) return a failure.
If \(d^{*} \leq d<(1+\epsilon) d^{*}\), the test may return a failure although \(d\) is feasible because the flow algorithm is terminated early.
If \(d \geq(1+\epsilon) d^{*}\), then \(d / d^{*} \geq 1+\epsilon\). Every residual network for an integral flow corresponds to an orientation. By Lemma 4.2.2, if there is an augmenting path in the residual network, then there is one of length at most \(2+\log _{d / d^{*}}|V|\). By Lemma 2.13.1, the length of the shortest augmenting path increases with every blocking flow phase. Thus after \(2+\log _{1+\varepsilon}|V|\) phases, there can be no augmenting path, and by Lemma 2.12 .8 the flow is maximum.
If a test is successful, the corresponding \(d\)-orientation is obtained by reversing the edges whose corresponding arcs carry a flow of one. We can store the \(d\)-orientation for the smallest \(d\) that is reported feasible in the binary search, and by the above analysis this \(d\) satisfies \(\left\lceil d^{*}\right\rceil \leq d \leq\left\lceil(1+\epsilon) d^{*}\right\rceil\).

Note that Kowalik's scheme never stops the binary search early as it does not detect when the error \(\epsilon\) is undershot; it solely relies on the stopping criterion derived from Lemma 4.2.2. Thus, if this criterion is never met during the execution, Kowalik's scheme is in fact the re-orientation algorithm and outputs the optimum solution. We will, however, additionally stop the binary search for fixed \(\epsilon\) in Section 7.3.
While the output \(d\) approximates \(d^{*}\), we do not know how to obtain a subgraph of density at least \(d^{*} /(1+\epsilon)\) within the same runtime: Goldberg's network can be used to find such a subgraph with \(d /(1+\epsilon)\) as the test value and a single maximum flow computation. However, in the re-orientation network, terminating after \(2+\log _{1+\epsilon}|V|\) phases may prevent us from finding a maximum flow for test values below ( \(1+\) \(\epsilon) d^{*}\). Even if we could convert a maximum flow in the re-orientation network for \(d<d^{*}\) into a maximum flow in Goldberg's network for the same test value (which we did not achieve in the previous section), this would not help in finding a suitable subgraph.
However, the approximation scheme will help us in determining \(\left\lceil d^{*}\right\rceil\) faster in Chapter 6, which eliminates the binary search for finding an 'almost-densest subgraph' of density greater \(\left\lceil d^{*}\right\rceil-1\).

\subsection*{4.3 APPLICATIONS AND GENERALIZATIONS}

If a graph is given as an adjacency matrix, the question whether \((u, v) \in E\) can be answered in constant time. However, the representation needs \(\Theta\left(|V|^{2}\right)\) bits. If we use adjacency lists, we can answer in \(\mathcal{O}(|V|)\) time by scanning \(u\) 's adjacency list, and \(\mathcal{O}(\log |V|)\) time with a binary search if the adjacency lists are sorted. As we shall soon see, all adjacency lists can be sorted in total linear time.

Forest partitions were used to represent graphs by Kannan et al. [KNR92] and Arikati et al. [AMZ97]. Chrobak and Eppstein [CE91] and Aichholzer et al. [AAR95] apply the integral orientation problem \({ }^{5}\) to the adjacency-list representation of a graph. These techniques can speed up some graph algorithms.

Theorem 4.3.1 (Essentially [CE91; AAR95; AMZ97]). Let \(G=(V, E)\) be
 \(\mathcal{O}(|E|)\) space and answers edge queries correctly in \(\mathcal{O}\left(\log d^{*}\right)\) time can be constructed in \(\mathcal{O}(|E|)\) time.

Proof. We first sort all adjacency lists of the simple graph \(G\) in \(\mathcal{O}(|V|+\) \(|E|\) ). (We assume that \(V=\{1, \ldots,|V|\}\).) Create \(|V|\) linked lists (buckets) and go through the adjacency lists in ascending order \(u=\) \(1, \ldots,|V|\). For every \(v\) with \((u, v)\) in \(u\) 's list, add \(u\) to bucket \(v\). After this has been done for all lists, bucket \(v\) contains a sorted adjacency list of vertex \(v\) : Clearly, every neighbor of \(v\) is present, and the vertices were inserted in ascending order.

Let \(\vec{G}\) be a \(\left\lceil d^{*}\right\rceil\)-orientation of \(G\). We create a new adjacency list representation of \(G\) : An edge \(u v\) is stored in the adjacency list of \(v\) if \(u \rightarrow v\) in \(\vec{G}\). Then, every adjacency list has length at most \(\left\lceil d^{*}\right\rceil\), which is optimal. The \(E\)-membership of \(u v \in V \times V\) can be queried in time \(\mathcal{O}\left(\log d^{*}\right)\) by performing a binary search on \(u^{\prime}\) s list and, if it is not present there, another search on \(v\) 's list.

Chrobak and Eppstein [CE91] show that a planar graph can be 3-oriented in time \(\mathcal{O}(|V|)\). By Theorem 4.3.1, edge queries can then be performed in constant time.

For general graphs, Eppstein [Epp94] and Aichholzer et al. [AAR95] use a 2-approximation algorithm (Chapter 7) to obtain an orientation in linear time that guarantees the same asymptotic bounds as Theorem 4.3.1. Brodal and Fagerberg [BF99] consider a dynamic data structure for supporting adjacency queries that uses orientations of bounded indegree. They achieve \(\mathcal{O}\left(d^{*}\right)\) time for an adjacency query. Edge insertion is possible in constant amortized time, edge deletion is possible in \(\mathcal{O}\left(d^{*}+\log |V|\right)\) amortized time. A variant of this data structure supports queries in \(\mathcal{O}\left(\log d^{*}\right)\) time, insertions in \(\mathcal{O}\left(\log d^{*}\right)\) amortized time, and deletions in \(\mathcal{O}(\log |V|)\) amortized time. We will apply this data structure in our arboricity approximation scheme in Section 10.3.

For further applications of orientations and the equivalent pseudoforest partitions, see [Wes88; GW92; Kowo6]. We can generalize the orientation problem to edge-weighted graphs \(G=(V, E, w)\), and ask to minimize the maximum weighted indegree. We list two results showing that it is unlikely to be solvable in polynomial time as well.

\footnotetext{
5 We will see the equivalence to pseudoforest partitions and their relationship with forest partitions in Chapter 8.
}

Theorem 4.3.2 ([Asa+o7]). Let \(G=(V, E, w)\) be a simple graph with edge-weights \(w: E \rightarrow \mathbb{N}\). The decision problem whether an orientation of \(G\) exists whose maximum weighted indegree is at most \(k\) is NP-complete, even for planar bipartite graphs.

The proof uses a reduction from the partition problem.
Theorem 4.3.3 ([Asa+o7]). There is a 3/2-approximation algorithm for the smallest maximum weighted indegree problem if the edge weights are from the set \(\{1,2\}\), and this factor is optimal unless \(P=N P\).

The proof of the latter uses a reduction from a variant of the 3-SAT problem.

Knuth points out that while the first binary search was published in 1946, the first published binary search without bugs did not appear until 1962.
- Jon Bentley, Programming Pearls (1986)

In the following we will show that the runtime claim of \(\mathcal{O}\left(|E|^{3 / 2} \log d^{*}\right)\) by Aichholzer et al. [AAR95] for the bipartite network is correct for Dinitz's algorithm. Furthermore, we shall recast the GabowWestermann algorithm, which is a matroid partitioning algorithm (see Chapter 8) with runtime
\[
\mathcal{O}\left(|E| \min \left(\sqrt{|E| \log d^{*}},\left(|V| \log d^{*}\right)^{2 / 3}\right)\right)
\]
in the language of flows entirely.
We first modify the bipartite flow network as follows. The only arcs whose capacity exceeds one are those from the vertex nodes to the sink, which have the test value \(d\) as their capacity. However, as a node for vertex \(v \in V\) has \(\operatorname{deg}_{G}(v)\) ingoing arcs, we can safely set \(c(v, t)=\min \left(d, \operatorname{deg}_{G}(v)\right)\). By the degree sum formula, we now have an AUC network with total sink and source arc capacities bounded by \(3|E|\).

Theorem 5.0.1 (sketch by [AAR95]). Let \(G=(V, E)\) be a simple graph. A smallest maximum indegree orientation can be determined with Dinitz's algorithm on the bipartite network in time \(\mathcal{O}\left(|E|^{3 / 2} \log d^{*}\right)\).

Proof. While the number of nodes is \(|V|+|E|\), Theorem 2.15.4 nonetheless yields a runtime of \(\mathcal{O}\left(|E|^{3 / 2}\right)\) for testing a \(d\)-orientation when the modified bipartite network is used. Note that the runtime is in fact the same for the original bipartite network.

We perform the binary search for integral test values in the usual way to obtain a total runtime of \(\mathcal{O}\left(|E|^{3 / 2} \log d^{*}\right)\).

By stopping the flow algorithm early, we can find an optimal orientation for a restricted number of edges.

Lemma 5.0.2 (Re-phrased from [GW92]). Given \(\Delta \in \mathbb{N}\), it is possible to determine a d-orientation for a subgraph of \(G\) with at least \(|E|-\Delta\) edges satisfying \(d \leq\left\lceil d^{*}(G)\right\rceil\) in time \(\mathcal{O}\left(|E|^{2} / \Delta \log d^{*}\right)\).

Proof. We use the modified bipartite flow network again. Let \(M\) denote the maximum flow value and use Dinitz's algorithm. Consider the phase in which the flow value \(F\) reaches the value \(M-\Delta\). When
this phase begins, we have \(F<M-\Delta\). The residual network \(\tilde{N}\) is an AUC-2 \(G\)-network with total source and sink arc capacities \(C_{s, t}(\tilde{N}) \leq c|E|\) for a \(c>0\). By Lemma 2.12.9, its maximum flow is
\[
\tilde{M}=M-F>M-(M-\Delta)=\Delta .
\]

Since the flow in the residual network is initially zero, by Lemma 2.15.3, the length of the shortest augmenting path satisfies
\[
\tilde{l} \leq \frac{2|E|}{\tilde{M}}+2<\frac{2|E|}{\Delta}+2 .
\]

The number of phases until this point is thus at most \(\frac{2|E|}{\Delta}+2\), and the runtime is \(\mathcal{O}\left(|E|^{2} / \Delta\right)\) by Proposition 2.15.1.
To obtain the algorithm, perform the usual binary search, and at each test, run \(2+2|E| / \Delta\) phases of Dinitz's algorithm. Find the smallest integral test value \(d\) such that \(F \geq|E|-\Delta\). For every test value \(d \geq\left\lceil d^{*}(G)\right\rceil\), we have \(M=|E|\), hence a \(d \leq\left\lceil d^{*}(G)\right\rceil\) will be returned. The flow in this test can be interpreted as an orientation on a subgraph with at least \(|E|-\Delta\) edges: discard the edges corresponding to edge nodes whose incoming arcs are not saturated. The remaining edge nodes, along with their outgoing arcs, determine the partial orientation.

Now we show that a partial orientation can be easily updated upon an edge insertion.

Proposition 5.0.3. Let \(G=(V, E)\) and \(\left(V_{H}, E_{H}\right)=H \subseteq G\), and let a \(\left\lceil d^{*}(G)\right\rceil\)-orientation \(\vec{H}\) of \(H\) be given. An edge \(e \in E \backslash E_{H}\) can be inserted into \(\vec{H}\) such that it stays a \(\left\lceil d^{*}(G)\right\rceil\)-orientation in time \(\mathcal{O}(|E|)\).

Proof. Note that the maximum indegree in \(\vec{H}\) may be smaller than \(\left\lceil d^{*}(G)\right\rceil\). Insert the edge \(e=u v\) into \(H\) and as \(u \rightarrow v\) into \(\vec{H}\).
If the maximum indegree does not increase thereby, the claim holds. Otherwise, \(v\) is the only vertex with the (new) maximum indegree. We perform a single step of the path reversal algorithm in time \(\mathcal{O}(|E|)\) (see Section 3.6 from Theorem 3.6.8 onward). If the algorithm successfully lowers the indegree by one, the modified orientation is optimal again. Otherwise, there is no orientation with smaller indegree, hence it already is optimal.

Now we balance the runtimes of the two algorithms, which gives rise to the name balanced binary search. This technique was first described for the bottleneck maximum cardinality matching problem by Gabow and Tarjan [GT88a] (see Section 6.2). To the best of our knowledge, this and the matroid partitioning problem are the only problems this technique has been applied to.
We will set \(\Delta\) depending on \(d^{*}\). As the latter is unknown, we will use an approximation instead: For all claims, we initially compute a

2-approximation \(d_{G}\) in linear time with the greedy algorithm in Chapter 7 . The values \(d_{G}\) and \(d_{G} / 2\) will be used to set parameters. However, we will suggestively call these values \(d^{*}\) as this does not change the runtime estimates asymptotically and simplifies the presentation. We use \(\simeq\) to signify the constant factors when setting parameters. We further assume that numeric computations are performed to arbitrary precision, and \(d^{*}>1\).

Theorem 5.0.4 (Re-phrased from [GW92]). An optimal orientation can be found in time \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log d^{*}}\right)\).

Proof. Set
\[
\Delta \simeq\left\lceil\sqrt{|E| \log d^{*}} \mid\right.
\]

Use Lemma 5.0.2 to obtain a subgraph \(H\) with at least \(|E|-\Delta\) edges and a \(\left\lceil d^{*}(G)\right\rceil\)-orientation \(\vec{H}\) of it in time \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log d^{*}}\right)\).

Insert each of the at most \(\Delta\) remaining edges optimally into \(\vec{H}\) in linear time according to Proposition 5.0.3. In total, this takes \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log d^{*}}\right)\) time.

Gabow and Westermann achieve the runtime \(\mathcal{O}\left(|E|\left(|V| \log d^{*}\right)^{2 / 3}\right)\) on the same bipartite network, although they do not call it a flow network. However, they only sketch the argument and require reversing the bipartite network for their analysis: They claim that starting from the edges nodes uses too much time. In the following, we will use the re-orientation network instead to achieve the desired runtime. This is maybe a less intuitive approach - in contrast to the bipartite network, there are no unassigned edges! However, as we saw in the previous chapter, the two networks are equivalent.

Lemma 5.0.5 (Re-phrased from [GW92]). Given \(\Delta \in \mathbb{N}\), it is possible to determine a d-orientation for a subgraph of \(G=(V, E)\) with at least \(|E|-\Delta\) edges satisfying \(d \leq\left\lceil d^{*}(G)\right\rceil\) in time \(\mathcal{O}\left(|E||V| / \sqrt{\Delta} \log d^{*}\right)\).

Proof. We use the re-orientation network with an arbitrary initial (nonfractional) orientation \(\vec{G}\), and Dinitz's algorithm. Let
\[
R=c(\{s\}, V \cup\{t\})=\sum_{\substack{v \in V \\ \operatorname{indeg}(v)>d}}\left(\operatorname{indeg}_{\vec{G}}(v)-d\right)
\]
denote the total number of edges to be oriented away from vertices, and let \(M\) denote the maximum flow value.

Consider the phase in which the flow value \(F\) reaches the value \(M-\Delta\). When this phase begins, we have \(F<M-\Delta\). The residual network \(\tilde{N}\) is an AUC-2 G-network with total source and sink arc capacities \(C_{s, t}(\tilde{N}) \leq c|E|\) for some \(c>0\). By Lemma 2.12.9, its maximum flow is
\[
\tilde{M}=M-F>M-(M-\Delta)=\Delta .
\]

Since the flow in the residual network is initially zero, by Lemma 2.15.5, the length of the shortest augmenting path satisfies
\[
\tilde{l} \leq \frac{(2 \sqrt{2})|V|}{\sqrt{\tilde{M}}}+1<\frac{(2 \sqrt{2})|V|}{\sqrt{\Delta}}+1
\]

This is an upper bound on the number of phases until this point, and the runtime is \(\mathcal{O}(|E||V| / \sqrt{\Delta})\) by Proposition 2.15.1.

To obtain the algorithm, perform the usual binary search, and at each test, run \(1+2 \sqrt{2}|V| / \sqrt{\Delta}\) phases of Dinitz's algorithm. Find the smallest test value \(d\) such that \(F \geq R-\Delta\). For every test value \(d \geq\left\lceil d^{*}(G)\right\rceil\) we have \(M=R\), hence a \(d \leq\left\lceil d^{*}\right\rceil\) will be found.

In order to obtain the subgraph, look at the vertices whose source arcs are not saturated (if any): Such a vertex \(v\) still has, after reorienting according to the integral flow, a deficiency \(\operatorname{def}(v):=c(s, v)-\) \(f(s, v)\) of arcs that remain to be re-oriented with respect to the indegree goal \(d\). We proceed similarly to Lemma 4.1.3: Arbitrarily pick \(\operatorname{def}(v)\) edges from the new orientation that are oriented towards \(v\), and remove them from the graph. If this is done for every \(v \in V\), we are left with a \(d\)-orientation of a subgraph that has at most \(\Delta\) edges less than the original graph.

We can now again perform a balanced binary search.
Theorem 5.0.6 (Re-phrased from [GW92]). An optimal orientation can be found in time \(\mathcal{O}\left(|E|\left(|V| \log d^{*}\right)^{2 / 3}\right)\).

Proof. Compute a 2-approximation to estimate \(\left\lceil d^{*}\right\rceil\). Set
\[
\Delta \simeq\left\lceil\left(|V| \log d^{*}\right)^{2 / 3}\right\rceil
\]

Use Lemma 5.0. 5 to obtain a subgraph \(H\) with at least \(|E|-\Delta\) edges and a \(\left\lceil d^{*}\right\rceil\)-orientation \(\vec{H}\) of it in time \(\mathcal{O}\left(|E|\left(|V| \log d^{*}\right)^{2 / 3}\right)\).

Insert each of the at most \(\Delta\) remaining edges into \(\vec{H}\) in linear time according to Proposition 5.0.3. This takes time \(\mathcal{O}\left(|E|\left(|V| \log d^{*}\right)^{2 / 3}\right)\) in total.

Using Theorems 5.0.4 and 5.0.6, we can eliminate the binary search in Goldberg's method for integral test values and compute an 'almost densest' subgraph with a single maximum flow computation.

Corollary 5.0.7. A subgraph of density greater than \(\left\lceil d^{*}\right\rceil-1\) can be found in time
\[
\mathcal{O}\left(|E| \min \left(\sqrt{|E| \log d^{*}},\left(|V| \log d^{*}\right)^{2 / 3}\right)\right)
\]

I was shocked to learn that the binary search program that Bentley proved correct and subsequently tested in Chapter 5 of Programming Pearls contains a bug. [...] [L]et me tell you how I discovered the bug: The version of binary search that I wrote for the JDK contained the same bug. It was reported to Sun recently when it broke someone's program, after lying in wait for nine years or so.
- Joshua Bloch, Google Research Blog (2006)

In this chapter, we will improve upon the runtime of the GabowWestermann algorithm unconditionally for the \(\sqrt{|E|} \mid\)-branch, and more strongly if certain asymptotic conditions are met for \(d^{*}\). Analogous conditional bounds can be proved for the \(|V|^{2 / 3}\)-branch with our technique. The only flow algorithm we employ is the one of Dinitz. Conditional bounds can also be proved when Mądry's algorithm or the Lee-Sidford algorithm are employed.

We introduce a new technique that we call accelerated binary search: A \((1+\epsilon)\)-approximation is obtained with an approximation scheme, which is then used to bound the search interval more strongly for the exact algorithm with Dinitz's algorithm on the re-orientation network. With this technique, we can obtain an algorithm with runtime \(\mathcal{O}\left(|E|^{3 / 2} \log \log d^{*}\right)\).

We can even combine this with the balanced binary search: We obtain a smaller search interval and then use the Gabow-Westermann algorithm. This allows for a runtime of \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log \log d^{*}}\right)\). We call this accelerated balanced binary search.

In certain cases, it is worth performing an iteratively accelerated binary search. As Kowalik's approximation scheme uses a binary search itself, we can repeatedly approximate with ever smaller values of \(\epsilon\) to make the search interval smaller and smaller. The use of the balanced binary search for the final interval does not yield any asymptotic benefit, however.

Theorem 6.0.1. A smallest maximum indegree orientation can be computed in the runtime bounds (I)-(III) stated in Table 6.1 on the next page with Dinitz's algorithm. Moreover, a subgraph of density greater \(\left\lceil d^{*}\right\rceil-1\) can be found within the same runtimes.
Proof. We set \(\epsilon\) using a constant-factor approximation. As in the previous chapter, this will be indicated by the symbol \(\simeq\).

Consider claim (I) in Table 6.1. Check if \(d^{*} \leq|V|^{0.49}\). If this is the case, see the proof of claim (III). Otherwise, set \(\epsilon \simeq\left(\log \left(d^{*}\right) \log |V|\right) / d^{*}\)

Table 6.1: New runtime bounds for the orientation problem, depending on \(d^{*}\). Here, \(\log ^{*}\) denotes the iterated logarithm to the base 2.
\begin{tabular}{llc}
\hline Bound for \(d^{*}\) & Runtime & \\
\hline\(\Omega(\sqrt{|E|})\) & \(\mathcal{O}\left(|E|^{3 / 2}\right)\) & Chapter 11 \\
- & \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log \log d^{*}}\right)\) & (I) \\
\(\mathcal{O}\left(\frac{\sqrt{|E|}}{\log |V|}\right)\) & \(\mathcal{O}\left(|E|^{3 / 2} \log ^{*} d^{*}\right)\) & (II) \\
\(\mathcal{O}\left(\frac{\sqrt{|E|}}{\log ^{2}|V|}\right)\) & \(\mathcal{O}\left(|E|^{3 / 2}\right)\) & (III) \\
\hline
\end{tabular}
and thus the first phase runs in \(\mathcal{O}\left(|E| d^{*}\right)\) time. By Proposition 3.2.2, \(d^{*} \in \mathcal{O}(\sqrt{|E|})\) and hence this runtime can be bounded as \(\mathcal{O}\left(|E|^{3 / 2}\right)\).

A binary search on the shrunk search interval now needs
\[
\mathcal{O}\left(\log \left(\epsilon d^{*}\right)\right) \subseteq \mathcal{O}\left(\log \log d^{*}\right)
\]
tests by Lemma 3.4.1. The re-orientation algorithm (or Goldberg's or the bipartite network algorithm) can thus perform the second phase in time \(\mathcal{O}\left(|E|^{3 / 2} \log \log d^{*}\right)\). The Gabow-Westermann algorithm can perform the second phase in \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log \log d^{*}}\right)\) time by changing the parameter for the balanced binary search to \(\Delta \simeq \sqrt{|E| \log \log d^{*}}\) in the proof of Theorem 5.0.4.

For claim (II), assume that \(d^{*} \in \mathcal{O}(\sqrt{|E|} / \log |V|)\). We run the approximation scheme in \(i=1, \ldots, \log ^{*} d^{*}-1\) phases \(^{1}\), each time on the search interval left after the previous phase, with parameters
\[
\epsilon_{1} \simeq \frac{\log d^{*}}{d^{*}}, \epsilon_{2} \simeq \frac{\log \log d^{*}}{d^{*}}, \epsilon_{3} \simeq \frac{\log \log \log d^{*}}{d^{*}}, \ldots
\]

Recall the functional iteration defined in Section 2.3. We prove inductively that for the interval \(I_{i}\) leftover after phase \(i\), we have \(\left|I_{i}\right| \in \mathcal{O}\left(\log ^{(i)} d^{*}\right)\) and thus phase \(i\) runs in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time. The induction basis holds as for the initial search interval \(I_{0}\), we have \(\left|I_{0}\right| \in \mathcal{O}\left(d^{*}\right)\) with the 2-approximation.

Let the induction hypothesis hold for \(i-1\). In phase \(i\), we perform Kowalik's scheme on \(I_{i-1}\) with \(\epsilon_{i}\) in time
\[
\mathcal{O}\left(\frac{|E| \log |V| d^{*}}{\log ^{(i)} d^{*}} \log \log ^{(i-1)} d^{*}\right)
\]

Thus the phase runs in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time and leaves an interval of size \(\left|I_{i}\right| \in \mathcal{O}\left(\log \left|I_{i-1}\right|\right)=\mathcal{O}\left(\log ^{(i)} d^{*}\right)\) by Lemma 3.4.1. However, one might fear that the hidden constants accumulate during the iterated

\footnotetext{
1 Recall that \(\log ^{*}\) denotes the iterated logarithm to the base two.
}
process. In the proof of Lemma 3.4.1, we saw that a multiplicative constant of two and an additive constant of two may be introduced when shrinking the interval. We can divide \(\epsilon_{i}\) by a constant \(c>2\) to avoid accumulating ever larger constants.

After \(\log ^{*} d^{*}-1\) phases, we have shrunk the search interval to a size of \(\mathcal{O}\left(\log ^{\left(\log ^{*} d^{*}\right)} d^{*}\right)=\mathcal{O}(1)\). The final phase consists of a constant number of tests and runs in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time with, e.g., the re-orientation algorithm. Thus claim (II) is proven.

For claim (III), assume that \(d^{*} \in \mathcal{O}\left(\sqrt{|E|} /(\log |V|)^{2}\right)\). Set \(\epsilon \simeq 1 / d^{*}\). The first phase clearly runs in time \(\mathcal{O}\left(|E|^{3 / 2}\right)\). As we get a \(d\)-orientation with \(\left\lceil d^{*}\right\rceil \leq d \leq\left\lceil d^{*}+1\right\rceil=\left\lceil d^{*}\right\rceil+1\), the second phase consists of a single re-orientation test with Dinitz's algorithm, which takes \(\mathcal{O}\left(|E|^{3 / 2}\right)\).

A subgraph of density greater \(\left\lceil d^{*}\right\rceil-1\) can be found with a single maximum flow computation on Goldberg's network for test parameter \(\left\lceil d^{*}\right\rceil-1\) in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time, see Subsection 3.3.3.

Similarly, we can speed up the binary search for the flow algorithms of Mądry and Lee and Sidford when \(d^{*}\) is appropriately bounded. However, we are not able to obtain a new unconditional bound as in the case of Dinitz's algorithm.

We can also obtain a near-exact algorithm for the orientation problem whose runtime scales in \(d^{*}\) using the iterated accelerated binary search. The proof is analogous.
Theorem 6.0.2. \(A\left(\left\lceil d^{*}\right\rceil+1\right)\)-orientation can be computed within a runtime of \(\mathcal{O}\left(|E| \log |V| d^{*} \log ^{*} d^{*}\right)\).

We conclude this section by asking whether the graph compression technique of Feder and Motwani, which they applied to the bipartite matching problem with Dinitz's algorithm [FM95] (see also Section 6.2), can be used for our purposes.

\subsection*{6.1 FRACTIONAL ORIENTATIONS}

We now give a generalization of Lemma 4.2.2 to fractional orientations.
Lemma 6.1.1. Consider an arbitrary fractional orientation \(\vec{G}_{f}\) of a graph \(G\) and \(d>d^{*}(G)\). Then for every vertex \(v\), there is a path \(v \leftarrow_{f} \cdots \leftarrow_{f} u\) of length at most \(\log _{d / d^{*}}|V|\) in \(\vec{G}_{f}\) from a vertex \(u\) whose indegree is smaller than \(d\), where \(y \leftarrow_{f} x\) if \(f_{x y, y}>0\) in \(\vec{G}_{f}\).

The condition \(f_{x y, y}>0\) is important because in this case, we can send a flow value greater zero from \(y\) to \(x\) when re-orienting with augmenting-path algorithms.

Proof. Let \(v\) be an arbitrary vertex. Let \(k\) denote the minimum unit distance in \(\vec{G}_{f}\) with respect to \(\leftarrow_{f}\) as defined above from \(v\) to a vertex whose fractional indegree is smaller than \(d\).

Let \(\left|V_{i}\right|\) denote the set of vertices which are at distance \(i\) at most from \(v\). We show by induction that \(\left|V_{i}\right| \geq\left(\frac{d}{d^{*}}\right)^{i}\) for \(i=0, \ldots, k\). The claim holds for \(i=0\). Assume the induction hypothesis holds for some \(i<k\). Let \(E_{i+1}\) denote the set of edges where both ends are in \(V_{i+1}\).

Every vertex in \(V_{i}\) has a fractional indegree of at least \(d\) (otherwise \(i \geq k\), which contradicts the assumption). Thus
\[
\begin{aligned}
\left|E_{i+1}\right| & =\sum_{u w \in E_{i+1}}\left(f_{u w, u}+f_{u w, w}\right) \\
& \geq \sum_{u \in V_{i}} \sum_{u w \in E} f_{u w, u}=\sum_{u \in V_{i}} \sum_{u w \in E} f_{u w, u} \geq d\left|V_{i}\right| .
\end{aligned}
\]

Since \(\left|E_{i+1}\right| /\left|V_{i+1}\right| \leq d^{*}\), we obtain \(\left|V_{i+1}\right| \geq \frac{d}{d^{*}}\left|V_{i}\right|\). By applying the induction hypothesis, the claim is shown for all \(i=0, \ldots, k\).

Because \(\left|V_{k}\right| \leq|V|\), we have \(\left(\frac{d}{d^{*}}\right)^{k} \leq|V|\), which concludes the proof.

Unfortunately, runtime analyses of flow algorithms such as Dinitz's often require integer capacities. For rational test values \(d\) for \(d^{*}\), we can scale the capacities to be integers and apply an algorithm tailored for integral capacities. The Goldberg-Rao method (Section 2.12.4) generalizes ideas of Dinitz's algorithm, and Lemma 6.1.1 might be applied similarly. However, we do not think that this application improves the runtime asymptotically because Goldberg's binary search for rational test values (see Lemma 3.3.3 and thereafter) stops once the search interval size is less than \(1 /(|V|(|V|-1))\), i.e., there are \(\Omega\left(|V|^{2}\right)\) potential test values between two integers. One would have to set a much smaller \(\epsilon\) in order to accelerate the binary search considerably. Even \(\Omega(|V|)\) tests between two integers would be prohibitively large.

However, the stopping criterion of Goldberg's binary search is rather conservative. One may wonder whether the following three points allow for an improvement.
1. The densest subgraph is always an induced subgraph. Thus, several fractions are not candidates, for example \(2 / 3\) in the complete graph \(K_{3}\).
2. We can restrict the discussion to connected subgraphs because the densest subgraph is attained on a connected subgraph (Proposition 3.1.4).
3. Several densities may coincide (e.g., \(12 / 6=10 / 5\) in Figure 3.1 on page 50 ).

Let us consider a star of \(n\) vertices. The set of all densities of induced connected subgraphs is \(\{0 / 1,1 / 2,2 / 3, \ldots,(n-1) / n\} \subseteq[0,1)\) with cardinality \(n\). On the other hand, the complete graph \(K_{n}\) on \(n\) vertices has the connected induced subgraphs \(K_{1}, \ldots, K_{n}\) (all having different
densities). Since \(d^{*}=(n-1) / 2\), this is not \(\Omega(n)\) values between any two integers. (If we drop the connectivity requirement, we can combine several vertex-disjoint subgraphs to obtain more distinct densities.)

We note that coprimality among pairs of integers is not rare, and hence the third bullet point may have an insignificant effect. The following is a well-known result from number theory.

Lemma 6.1.2 (e.g., [HWo8]). Let \(n \in \mathbb{N}\), and let integers \(1 \leq x, y \leq n\) be chosen uniformly at random, independently of each other. Then
\[
\operatorname{Pr}[x \text { and } y \text { are coprime }] \xrightarrow{n \rightarrow \infty} \frac{6}{\pi^{2}} \approx 0.608 .
\]

\subsection*{6.2 BOTTLENECK MAXIMUM CARDINALITY MATCHING}

In this section, we give a short note on the bottleneck maximum cardinality matching. Gabow and Tarjan [GT88a] applied a balanced binary search to this problem for a runtime of \(\mathcal{O}(|E| \sqrt{|V| \log |V|})\). Can accelerated binary search be applied here as well?

A maximum cardinality matching can be computed in \(\mathcal{O}(|E| \sqrt{|V|})\) time [MV80; GT91]. This was the best runtime available to Gabow and Tarjan in 1988. It was first achieved for the case of bipartite graphs by Hopcroft and Karp [HK73] (see also [Kar73; ET75]). Later, the algorithm of Alt et al. [Alt+91] achieved \(\mathcal{O}\left(|V|^{3 / 2} \sqrt{|E| / \log |V|}\right)\) in the bipartite case, which is superior if \(|E| \in \Omega\left(|V|^{2} / \log |V|\right)\).

Today, the best known runtime in general is \(\mathcal{O}\left(|E| \sqrt{|V|} \frac{\log \left(|V|^{2} /|E|\right)}{\log |V|}\right)\) [GKo4] (after [FM95; GK97] for the bipartite case). Mądry's algorithm achieves a better bound of \(\tilde{\mathcal{O}}\left(|E|^{10 / 7}\right)\) in sparse bipartite graphs. \({ }^{2}\)

In the bottleneck maximum cardinality matching problem, each edge \(e \in E\) has a weight \(w(e)\). The goal is to find a maximum cardinality matching where the maximum edge weight is minimized. Gabow and Tarjan [GT88a] first show the obvious way of computing it: One can order the edges as \(e_{1}, \ldots, e_{|E|}\) with
\[
w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq \cdots \leq w\left(e_{|E|}\right)
\]
in time \(\mathcal{O}(|E| \log |V|)\). Let \(E_{i}=\left\{e_{j} \mid j \leq i\right\}\). First a maximum cardinality matching \(M^{*}\) on \((V, E)\) is computed in time \(\mathcal{O}(|E| \sqrt{|V|})\) so we can test against its size \(\left|M^{*}\right|\). For \(i \in\{1, \ldots,|E|\}\) we can determine a maximum cardinality matching of \(\left(V, E_{i}\right)\) in time \(\mathcal{O}(|E| \sqrt{|V|})\). If it has size \(\left|M^{*}\right|\), it is a candidate solution, otherwise it cannot be a bottleneck maximum cardinality matching. By performing a binary search for the smallest index \(i\) where \(\left(V, E_{i}\right)\) has a matching of size \(\left|M^{*}\right|\), we can determine a bottleneck maximum cardinality matching.

2 There are also algorithms in both settings that use fast matrix multiplication and machine word operations, which we do consider here. For an overview see [DP14].

Gabow and Tarjan were able to successfully attack the logarithmic factor with their balanced binary search technique.

Theorem 6.2.1 ([GT88a]). A bottleneck maximum cardinality matching can be determined in time \(\mathcal{O}(|E| \sqrt{|V| \log |V|})\).

It is a standard exercise that bipartite matching reduces to solving a maximum flow problem in a unit-capacity network. In fact, the bipartite orientation network for test value \(d=1\) from Section 3.6 is an instance of this network. Theorem 6.2.1 can be proved for bipartite graphs similarly to the analysis in Chapter 5 . We sketch the general case.

Proof sketch of Theorem 6.2.1. Let \(M^{*}\) denote a maximum cardinality matching in \(G\). Perform a binary search for the minimum feasible index \(i\) such that \(\left(V, E_{i}\right)\) has a matching of size \(\left|M^{*}\right|-|V| / \Delta\). This can be done in total time \(\mathcal{O}(\Delta|E| \log |V|)\). Augment the matching found for \(\left(V, E_{i}\right)\) for the minimum feasible index \(i\) by performing at most \(|V| / \Delta\) augmentations in \(\left(V, E_{i}\right)\). Every time no augmentation is possible, increase \(i\). This second phase takes \(\mathcal{O}(|E \||V| / \Delta)\). The claim follows for \(\Delta=\sqrt{|V| / \log |V|}\).

Unfortunately, it appears that shrinking the search interval is not possible, as it is an interval of edge weights in ascending order (corresponding to the subsets \(E_{i}\) ). The maximum matching size can be the same for an interval of size \(\Omega(|V|)\).
Still, conditional improvements are possible. As sketched in the above proof, a ( \(1-\epsilon\) )-approximation to the maximum cardinality matching problem can be obtained in \(\mathcal{O}\left(|E| \epsilon^{-1}\right)\) time, as noted in [DP14] (see [MV80; GT91] and [HK73] for bipartite graphs). If we have \(\left|M^{*}\right| \in \mathcal{O}(|V| / \log |V|)\), then we can first compute a \(1 / 2\) approximation in linear time and therewith set \(\epsilon \simeq \sqrt{|V|} /\left|M^{*}\right|\). Performing the binary search, we find the smallest \(i\) such that a matching of size at least \((1-\epsilon)\left|M^{*}\right|=\left|M^{*}\right|-\mathcal{O}(\sqrt{|V|})\) exists in \(\left(V, E_{i}\right)\). This takes total time \(\mathcal{O}\left(|E|\left|M^{*}\right| / \sqrt{|V|} \log |V|\right)\), which by our assumption is bounded by \(\mathcal{O}(|E| \sqrt{|V|})\). Performing \(\mathcal{O}(\sqrt{|V|})\) augmentations is possible in time \(\mathcal{O}(|E| \sqrt{|V|})\) as in the previous proof sketch.

Unfortunately, the size \(|M|\) of a maximum cardinality matching can be as large as \(\lfloor|V| / 2\rfloor\). We note that good lower bounds on the size of matchings are known for several graph classes [Bie+04]: There is a matching of size at least \((|V|+4) / 3\) in every 3 -connected planar graph with \(|V| \geq 10\), at least \((|V|-1) / 3\) in every connected graph with maximum degree three, and at least \(|E| /(2 \Delta-1)\) in every connected graph of maximum degree \(\Delta\).

\subsection*{7.1 THE GREEDY ALGORITHM}

The greedy algorithm we shall review in this section has been described independently by various researchers for different problems (degeneracy, maximum density, orientations, pseudoarboricity, and arboricity).
- Matula and Beck [MB83] describe the algorithm for determining a vertex ordering \(\left(v_{1}, \ldots, v_{|V|}\right)\) such that for every \(1 \leq i \leq|V|, v_{i}\) has minimum degree in the induced subgraph \(G\left[\left\{v_{i}, \ldots, v_{|V|}\right\}\right]\). In particular, the algorithm computes the degeneracy \({ }^{1}\) of a graph exactly. The authors analyze the runtime to be \(\mathcal{O}(|E|+|V|)\). (For earlier explicit and implicit uses of the algorithm for coloring problems, see the references in [MB83].)
- Kortsarz and Peleg [KP94] give a \(1 / 2\)-approximation algorithm for the maximum density problem. It is essentially the greedy algorithm coupled with an unnecessary binary search. They claim its runtime to be \(\mathcal{O}((|E|+|V| \log |V|) \log |V|)\) without giving details. Presumably, the term \(|V| \log |V|\) corresponds to extracting the minimum from a priority queue, while the second \(\log |V|\) comes from the binary search.
- Eppstein [Epp94] gives the greedy algorithm as a 2-approximation to the orientation problem in linear time, which is used to determine the arboricity approximately. He notes that the produced orientation is acyclic.
- Aichholzer et al. [AAR95] give the greedy algorithm for a 2approximation of the orientation problem in linear time. They note the connection to the arboricity and maximum density.
- Arikati et al. [AMZ97] describe it as a linear-time 2-approximation algorithm for the arboricity.
- Charikar [Chaooa] (noting a similar algorithm by [Asa+oo]) describes it as a \(1 / 2\)-approximation algorithm for the densest subgraph problem and notes the connection to the dual orientation problem. He also gives a greedy \((1 / 2+\epsilon)\)-approximation algorithm for the density in directed graphs with a runtime

\footnotetext{
1 The degeneracy is the smallest \(k \in \mathbb{N}_{0}\) such that every induced subgraph has a vertex of degree at most \(k\). It is closely related to the Szekeres-Wilf number [SW68].
}
of \(\mathcal{O}(|E| / \epsilon \log |V|)\), which was improved by Khuller and Saha [KSoga] to \(\mathcal{O}(|E|)\).
- Bezáková [Bezoo] describes it as a 2-approximation algorithm for the pseudoarboricity and orientation problems.
- Georgakopoulos and Politopoulos [GPo7] describe the algorithm as a \(1 / c\)-approximation algorithm for the densest hypergraph problem where hyperedge sizes are bounded by \(c\). It runs in time \(\mathcal{O}(|V| \log |V|+|E| c)\), and in linear time for simple graphs ( \(c=2\) ).
- Sozio and Gionis [SG1o] extend the algorithm such that it can be used to find a connected subgraph containing a given set \(S \subseteq V\) with certain distance and degree properties.
- Borradaile et al. [Bor+17] state the greedy algorithm without proving an approximation guarantee or a runtime bound, but show that it finds a smallest maximum indegree acyclic orientation. In fact, this 'acyclic orientation number' is equal to the degeneracy of the graph.

The greedy algorithm is very simple: It removes a vertex \(u\) of minimum degree and orients all (remaining) edges \((u, v)\) towards \(u\). This is repeated until all vertices have been removed. The algorithm can be made to run in \(\mathcal{O}(|E|)\) time by storing the vertices in linked lists according to their current degrees. When a vertex with the current minimum degree is removed, it is unlinked from the corresponding list using a pointer to its position. Its hitherto unremoved neighbors drop in their degree and are moved between the linked lists accordingly, each in constant time. To find the minimum vertex degree, one iterates over the degree lists in ascending order until a nonempty list is found or all lists have been considered.
Since the sum of degrees in the original graph is \(2|E|\), the number of times we visit lists is bounded by \(2|E|\). As the current minimum degree \(d\) can drop by at most one, one may start the next search for a nonempty list from \(d-1\) instead of zero. Then, the number of lists that are visited can be even bounded by \(\mathcal{O}(|V|)\) [Chaooa].
As each edge in the graph is considered a constant number of times, the algorithm runs in \(\mathcal{O}(|E|)\) time. It obviously computes an orientation of the graph. Moreover, if at each iteration one considers the remaining vertices and edges as a subgraph, one can output the subgraph with the highest density among these in the end \({ }^{2}\). We now prove that the greedy algorithm simultaneously computes \(1 / 2\) - and 2 -approximations to the densest subgraph and orientation problems,

\footnotetext{
2 A trivial way of doing this is to run the algorithm once and record the maximum density encountered, and another time to determine the subgraph for which the maximum is attained.
}
respectively. We state the bounds slightly tighter than the original authors by rounding \(d^{*}\) appropriately.

Lemma 7.1.1 ([AAR95]). Every subgraph \(H\) of a simple graph \(G\) contains a vertex of degree at most \(\left\lfloor 2 d^{*}\right\rfloor\).

Proof. Assume there exists a subgraph \(H\) where every vertex has a degree greater than \(2 d^{*}\). By the degree sum formula, its average density is \(\left|E_{H}\right| /\left|V_{H}\right|>\left(\left|V_{H}\right| 2 d^{*} / 2\right) /\left|V_{H}\right|=d^{*}\), a contradiction. Thus, there is a vertex of degree at most \(2 d^{*}\), and therefore of at most \(\left\lfloor 2 d^{*}\right\rfloor\).

Theorem 7.1.2 ([AAR95]+[Chaooa]). The greedy algorithm returns an acyclic \(d\)-orientation with \(\left\lceil d^{*}\right\rceil \leq d \leq\left\lfloor 2 d^{*}\right\rfloor\). Moreover, \(d / 2 \leq d(H)\) for the returned subgraph \(H\).

Proof. By Theorem 3.6.7, \(d\) is at least \(\left\lceil d^{*}\right\rceil\). In every iteration, the vertex with minimum degree is removed, so at most \(\left\lfloor 2 d^{*}\right\rfloor\) edges are oriented towards it by Lemma 7.1.1. Thus, no vertex in the orientation produced by the algorithm has an indegree of more than \(\left\lfloor 2 d^{*}\right\rfloor\).

Clearly, the orientation is acyclic because the vertices form a topological ordering in reverse order of their removal.

For the second claim, assume that a vertex \(v\) is assigned more than \(2 d(H)\) edges to it in the algorithm, and consider the remaining subgraph \(K\) right before \(v\) is removed. By minimality of \(v\) 's degree and the degree sum formula, the remaining subgraph \(K\) has density \(d(K)=\left|E_{K}\right| /\left|V_{K}\right|>\left(\left|V_{K}\right| 2 d(H) / 2\right) /\left|V_{K}\right|=d(H)\). But then, \(K\) would have been returned instead of \(H\), this is a contradiction. Therefore \(d \leq 2 d(H)\).

Borradaile et al. [Bor +17\(]\) show that the orientation is optimal among the acyclic orientations of the graph, this will be proved in Theorem 9.o.1.

Corollary 7.1.3 ([Chaooa], [KSo9a]). The greedy algorithm returns a subgraph \(H\) with \(\left\lceil d^{*}\right\rceil / 2 \leq d(H) \leq d^{*}\).

An alternative proof of Corollary 7.1.3 is possible with the help of Lemma 11.0.1 [KSoga]. We note that both \(d / 2\) and \(d(H)\) are 1/2approximations to \(d^{*}\), but \(d / 2\) is never closer to it than \(d(H)\) by Theorem 7.1.2. Thus, we will use the value \(d(H)\) as a lower bound for the preprocessing (Chapter 11) in our experiments in Chapter 12. This proves to be more effective than \(d / 2\), which was used in [Blui6].

\subsection*{7.2 THE ALGORITHM OF ASAHIRO ET AL.}

Another approximation algorithm is given by Asahiro et al. [Asa+o7] (Algorithm 7.1 on the next page), which achieves a ( \(2-1 /\left\lceil d^{*}\right\rceil\) )approximation for the orientation problem. This also holds for graphs
with positive edge-weights, where the maximum weighted indegree is to be minimized and the density is defined in the straightforward way (see Equation (3.8)). The authors analyze the runtime to be \(\mathcal{O}\left(|E|^{2}\right)\). As we shall see, it is possible to implement the algorithm in linear time for unweighted graphs, and \(\mathcal{O}(|E|+|V| \log |V|)\) for weighted graphs. Asahiro et al. do not argue why the algorithm terminates. Let \(l_{i}\) denote
```

Algorithm 7.1: The $\left(2-1 /\left\lceil d^{*}\right\rceil\right)$-orientation algorithm of
Asahiro et al. for unweighted graphs.
Input: A simple graph $G=(V, E)$.
Output: A $\left(2-1 /\left\lceil d^{*}\right\rceil\right)$-orientation $\vec{G}$ of $G\left(\right.$ if $\left.\left\lceil d^{*}\right\rceil \geq 1\right)$.
function orient $(V, E)$ :
Let $l \leftarrow|E| /|V|$
Let $V_{\text {orig }} \leftarrow V$
Let $\vec{E} \leftarrow \varnothing$
repeat
while $\exists v \in V$ with $\operatorname{deg}_{G}(v) \leq\lceil 2 l\rceil-1$ do
foreach $u v \in E$ do
orient $u \rightarrow v$ in $\vec{E}$
$E \leftarrow E \backslash\{u v\}$
$V \leftarrow V \backslash\{v\}$
if $V=\varnothing$ then
return $\left(V_{\text {orig }}, \vec{E}\right)$
$l \leftarrow|E| /|V| \quad / *$ current sizes of the sets $V, E * /$
until $\forall v \in V: \operatorname{deg}_{G}(v)=\lceil 2 l\rceil$
while there is cycle $\left(v_{1}, \ldots, v_{k}\right)$ in $G$ do
orient $v_{1} \rightarrow \cdots \rightarrow v_{k} \rightarrow v_{1}$ in $\vec{E} \quad / *$ cycle loop */
$E \leftarrow E \backslash\left\{v_{1} v_{2}, \ldots, v_{k} v_{1}\right\}$
/* A forest remains, orient towards the leaves */
while $\exists v \in V$ with $\operatorname{deg}_{G}(v) \leq 1$ do
orient $u \rightarrow v$ in $\vec{E}$ for the unique $u v \in E$
$E \leftarrow E \backslash\{u v\}$
$V \leftarrow V \backslash\{v\}$
return $\left(V_{\text {orig }}, \vec{E}\right)$

```
\(l\) and let \(V_{i}\) and \(E_{i}\) denote the vertices and edges of the remaining graph after the \(i\)-th iteration of the repeat-until loop. The authors claim correctly that \({ }^{3}\left\lceil 2 l_{i+1}\right\rceil \geq\left\lceil 2 l_{i}\right\rceil\), but strict inequality is needed to avoid an infinite loop. If we do not advance to the cycle loop, there exists at least one vertex whose degree is at least \(\left\lceil 2 l_{i}\right\rceil+1\). Then, the

\footnotetext{
3 Although it might seem a trivial fact, it can not be deduced from Lemma 11.0.1. As the footnote to the remark after that lemma exhibits, even if the threshold is less than \(d^{*}\), removing a vertex may result in a smaller average density. Thus, during an iteration of the inner loop the average density may well decrease between two vertex removals.
}
threshold will be higher in the next iteration of the repeat-until loop because of the degree sum formula and the choice of 2 as the constant:
\[
\left\lceil 2 l_{i+1}\right\rceil=\left\lceil 2 \frac{\left|E_{i+1}\right|}{\left|V_{i+1}\right|}\right\rceil \geq\left\lceil 2 \frac{\left|V_{i+1}\right|\left\lceil 2 l_{i}\right\rceil+1}{2\left|V_{i+1}\right|}\right\rceil=\left\lceil 2 l_{i}\right\rceil+1 .
\]

Theorem 7.2.1 ([Asa+07]). The algorithm of Asahiro et al. finds a ( \(\left\lceil 2 d^{*}\right\rceil-\) 1)-orientation if \(d^{*}>1 / 2\), and a \(\left\lfloor 2 d^{*}\right\rfloor\)-orientation otherwise.

Proof. The claim is true if \(|E|=0\). If \(d^{*}=1 / 2\), the graph becomes 1 -oriented. In the following, let \(d^{*}>1 / 2\).

All vertices removed in the repeat-until loop have an indegree of at most \(\left\lceil 2 l_{\max }\right\rceil-1 \leq\left\lceil 2 d^{*}\right\rceil-1\), where \(l_{\max }\) is the maximum \(l\) attained in the repeat-until loop.

At the beginning of the cycle loop we have a \(\lceil 2 l\rceil\)-regular graph whose maximum density is equal to \(\lceil 2 l\rceil\). Note that by arbitrarily orienting all remaining edges we would already obtain a 2 -approximation. Furthermore, we could achieve our goal for fractional orientations by assigning every edge \(1 / 2\) to each of its endpoints. \({ }^{4}\)

In the forest loop the remaining forest is 1 -oriented. The maximum indegree of the vertices processed in the cycle loop is bounded by \(\lceil 2 l\rceil-1\) because a vertex is either contained in at least one cycle (thus it has at least one outgoing edge in \(\vec{G}\) ) or it is only contained in the remaining forest (thus its maximum indegree is 1 ). The maximum indegree \(d_{\max }\) is thus bounded by
\[
d_{\max } \leq\left\lceil 2 d^{*}\right\rceil-1 \leq 2\left\lceil d^{*}\right\rceil-1 .
\]

Put differently, the algorithm finds a ( \(2-1 /\left\lceil d^{*}\right\rceil\) )-approximation to the orientation problem if \(d^{*}>1 / 2\).

One may wonder whether a constant \(1<c<2\) could be used for a threshold of \(\lceil c l\rceil-1\) in the repeat-until loop in order to obtain smaller indegrees, because the cycle orientation loop essentially halves degrees of about \(\lceil 2 c l\rceil\). However, the degree sum formula does not guarantee termination of the repeat-until loop for such \(c\).

Asahiro et al. give a straighforward runtime analysis (in the edgeweighted case). The repeat-until loop can be implemented in time \(\mathcal{O}(|E||V|)\), the cycle loop in \(\mathcal{O}\left(|E|^{2}\right)\) by performing depth-first searches, and the forest loop takes \(\mathcal{O}(|V|)\). Let us now turn to an improved runtime analysis of the algorithm.

Proposition 7.2.2. The algorithm of Asahiro et al. can be implemented in time \(\mathcal{O}(|V|+|E|)\) for unweighted graphs, and in time \(\mathcal{O}(|V| \log |V|+|E|)\) for edge-weighted graphs.

\footnotetext{
4 In fact, if we are only interested in an approximation of the value \(\left\lceil d^{*}\right\rceil\), we need not perform the forest loop and can save some time.
}

Proof. The iterations of the first loop can be performed in \(\mathcal{O}(|E|)\) total time (instead of \(\mathcal{O}(|V||E|)\) as analyzed by the authors) by essentially performing the greedy algorithm from the previous section with the degree-tracking lists, and the addition that we pause once the minimum degree is \(\lceil 2 l\rceil\) and reset \(l\) or leave the loop. In order to detect whether all remaining vertices have the same degree, we additionally keep track of the current maximum degree. The forest loop can also be seen as an execution of the greedy algorithm and can thus be implemented in linear time.
The cycle loop need not be performed in up to \(\mathcal{O}(|E|)\) full depthfirst searches to find one cycle per search (as described by the authors). It is possible to perform a single modified depth-first search that, once a cycle is found, orients along it and resumes the search in the first vertex of the cycle. \({ }^{5}\) We omit the details for the following reason:
As pointed out by Fischer \({ }^{6}\), a simple reduction can be used such that known properties and algorithms can be exploited. The resulting algorithm is essentially identical to the modified depth-first we had originally devised.
It is well known that the number of vertices with odd degree is always even, which is sometimes referred to as the 'handshaking lemma'. It is easily proved from the degree sum formula. Add a special vertex \(v^{*}\) and add an edge ( \(u, v^{*}\) ) for every vertex \(u\) of odd degree. Every vertex in this modified graph has even degree. It follows from Theorem 2.2.1 that every connected component has an Euler tour. Such tours can be found in all connected components with Hierholzer's algorithm \(\left[\mathrm{HW}_{73}\right]\) in \(\mathcal{O}(|E|)\) total time. By orienting the edges along the tours, every vertex receives exactly half its modified degree, as the number of times we enter a vertex equals the number of times we leave it. In the end, one removes \(v^{*}\) and the additional edges. (The loop for 1-orienting the forest is now not necessary.) The indegree of a vertex of even degree is now exactly half its degree because no edge was added to it. The indegree of a vertex \(v\) of odd degree is either \((\operatorname{deg}(v)+1) / 2\) or \(\lfloor\operatorname{deg}(v) / 2\rfloor\), depending on the orientation of the additional edge. Unless v's degree is equal to one, at least one edge must point away from \(v\) because its edges were oriented along the Euler tour. Therefore, the approximation factor is achieved in this variant of the algorithm.
In the case of edge weights, the algorithm can be implemented in \(\mathcal{O}(|E|+|V| \log |V|)\) time: Using Fibonacci heaps [FT87], the vertex of minimum weighted degree can be extracted with a priority queue in \(\mathcal{O}(\log |V|)\) amortized time, and the weighted degree of a vertex can be updated in constant amortized time. Strict Fibonacci heaps [BLT12] can even perform the operations in the same worst-case times.

5 The algorithm is given in our preprint at https://arxiv.org/abs/1811.06803v1.
6 Frank Fischer, personal communication, November 2018.

\subsection*{7.3 KOWALIK'S SCHEME FOR FIXED \(\epsilon\)}

For any fixed \(\epsilon>0\), a \((1+\epsilon)\)-approximation can be obtained with Kowalik's approximation scheme [Kowo6] in time \(\mathcal{O}\left(|E| \log |V| \log d^{*}\right)\) (see Section 4.2). It is moreover possible to stop the binary search once the ratio \(u_{i} / l_{i}\) is sufficiently small, and thus eliminate the factor \(\log d^{*}\). We will also use this for our arboricity approximation scheme in Chapter 10.

Proposition 7.3.1. For any constant \(\epsilon>0\), we can compute a \(d\)-orientation with \(\left\lceil d^{*}\right\rceil \leq d \leq\left\lceil(1+\epsilon) d^{*}\right\rceil\) in time \(\mathcal{O}(|E| \log |V|)\).

Proof. Compute a 2-approximation \(d_{G}\) in linear time with the greedy algorithm and use \(u_{1}:=d_{G} \leq 2 d^{*}\) as an initial feasible upper bound and \(l_{1}:=d_{G} / 2 \geq d^{*} / 2\) as an initial lower bound. Note that \(|E| \geq 1\) implies \(l_{1}>0\). We keep the upper bound feasible at all times.

The binary search can be safely stopped once \(u_{i} \leq\left\lceil(1+\epsilon) l_{i}\right\rceil\), as then the feasible \(u_{i}\) can be returned as the approximation. Thus assume for test value \(t_{i+1}=\left\lfloor\left(u_{i}+l_{i}\right) / 2\right\rfloor\) that \(u_{i}>\left\lceil(1+\epsilon) l_{i}\right\rceil \geq(1+\epsilon) l_{i}\). Note that each test takes \(\mathcal{O}(|E| \log |V|)\) time.

If test \(t_{i+1}\) fails, we update the lower bound to \(\left\lfloor\left(u_{i}+l_{i}\right) / 2\right\rfloor+1\) and get
\[
\begin{equation*}
\frac{u_{i+1}}{l_{i+1}}=\frac{u_{i}}{\left\lfloor\frac{u_{i}+l_{i}}{2}\right\rfloor+1}<\frac{u_{i}}{\frac{(1+\epsilon) l_{i}+l_{i}}{2}}=\frac{2}{2+\epsilon} \frac{u_{i}}{l_{i}} . \tag{7.1}
\end{equation*}
\]

If test \(t_{i+1}\) is successful, we update the upper bound to the feasible value \(\left\lfloor\left(u_{i}+l_{i}\right) / 2\right\rfloor\) and obtain
\[
\begin{align*}
\frac{u_{i+1}}{l_{i+1}}=\frac{\left\lfloor\frac{u_{i}+l_{i}}{2}\right\rfloor}{l_{i}} \leq \frac{\frac{u_{i}+l_{i}}{2}}{l_{i}} & \leq \min \left(\frac{1}{2} \frac{u_{i}}{l_{i}}+\frac{1}{2}, \frac{2+\epsilon}{2+2 \epsilon} \frac{u_{i}}{l_{i}}\right)  \tag{7.2}\\
& \leq \frac{1}{2} \frac{u_{i}}{l_{i}}+\frac{1}{2} .
\end{align*}
\]
(The last inequality is an observation that is of no consequence here.)
Since \(\epsilon\) is fixed, the bound ratio decays exponentially by (7.1) and (7.2). A constant number of tests suffice to reduce the initial ratio of \(u_{1} / l_{1} \leq \frac{2 d^{*}}{d^{*} / 2}=4\) to \(1+\epsilon\) or less. Therefore, we have a runtime of \(\mathcal{O}(|E| \log |V|)\).

Note that the reduction in the success case is worse than in the failure case for \(u_{i} / l_{i} \leq \frac{2+\epsilon}{2-\epsilon}\). Otherwise, the reduction in the failure case is worse.

The constant introduced in the proof can be rather large. In order to reach \(1+\epsilon\) from the initial ratio of four, the number of tests is at most 27 for \(\epsilon=0.1\), and at most 2772 for \(\epsilon=0.001\). (In addition, a factor of roughly \(\epsilon^{-1}\) in the runtime comes from the Taylor expansion of \(\log _{1+\epsilon}\) in Kowalik's scheme!)

However, we can first approximate with the modified scheme to obtain an initial ratio smaller than four. For example, by setting \(\epsilon=0.1\), we get a ratio of at most \(1.1^{2}=1.21\). The number of tests for \(\epsilon=0.001\) is then at most 380 . Therefore, we can save some time by approximating repeatedly.

\section*{ARBORICITY AND PSEUDOARBORICITY}

Nur der Einsame findet den Wald; wo ihn mehrere suchen, da flieht er, und nur die Bäume bleiben zurück.
- Peter Rosegger, Schriften des Waldschulmeisters (1875)

In this chapter, we will see the connection of the orientation problem to a covering problem on matroids. Throughout the chapter, we will assume the ground sets of matroids to be finite and nonempty. We also assume that graphs have at least two vertices. We partly follow the presentation in the textbook by Scheinerman and Ullman [SU13], which draws on the work of Payan [Pay86] and Catlin et al. [Cat+92].

\subsection*{8.1 FORESTS AND PSEUDOFORESTS}

The following characterization of acyclic simple graphs is well known and will lead to our first example of a matroid.

Proposition 8.1.1 (E.g., [Bap14]). The columns of the incidence matrix \(I(G)\) of a simple graph \(G=(V, E)\) are linearly independent over \(\{0,1\}\) if and only if the graph is acyclic (i.e., a forest).

Proof. ' \(\Rightarrow\) ': Assume \(G\) contains a cycle with edges \(e_{1}, \ldots, e_{n}\). Then by taking the sum over the corresponding columns, we obtain the zero vector. This is due to the fact that the number of cycle edges incident to a vertex is even and we operate over \(\{0,1\}\).
' \(\Leftarrow\) ': If \(G\) is a forest, then for any subset \(X \subseteq E\), the graph \((V, X)\) is also a forest. Every tree of at least two vertices has at least one vertex of degree one. The claim holds if \(|E|=0\). Now let \(|E| \geq 1\). When adding up the columns corresponding to any \(X \neq \varnothing\), there is a one in at least one row.

Let us consider a definition of 'almost acyclic' graphs.
Definition 8.1.2. A graph \(G\) is a \(p\) seudoforest if every connected component of \(G\) has at most one simple cycle. If \(G\) is connected, it is called a pseudotree. If a pseudotree contains exactly one cycle, it is called a unicyclic component. A component of a graph that is not a pseudotree is said to be bicircular.

Gabow and Westermann observe that a graph is a pseudoforest if and only if it has a 1 -orientation [GW92, Lemma 3.2]. A generalization of this fact with a rigorous proof will be given in Theorem 8.2.4.

It provides an alternative proof to the following characterization of pseudoforests.

Proposition 8.1.3 ([Whi88]). A graph \((V, E)\) is a pseudoforest if and only if \(|E[S]| \leq|S|\) for all \(S \subseteq V\).

Proof. By Theorem 3.6.8, a graph has a 1-orientation if and only if \(|E[S]| \leq|S|\) for every \(S \subseteq V\). A 1-orientation exists if and only if the graph is a pseudoforest (Theorem 8.2.4).

Definition 8.1.4. For a graph \(G=(V, E)\) we define the set systems
\[
\begin{aligned}
& \mathcal{F}(G):=\{F \subseteq E \mid(V, F) \text { is a forest }\}, \\
& \mathcal{B}(G):=\{P \subseteq E \mid(V, P) \text { is a pseudoforest }\} .
\end{aligned}
\]

We will soon see that \(\mathcal{F}\) and \(\mathcal{B}\) are matroids. \(\mathcal{F}\) is called the cycle matroid, while \(\mathcal{B}\) is called the bicircular matroid, and the two are closely related. \({ }^{1}\) A matroid is called graphic if it is (isomorphic to) the cycle matroid of a graph.
While rank functions are defined on matroids, we can assume they are defined on set systems for an easier presentation.

Proposition 8.1.5 ([Tut65],[Zas82]). Let \(G=(V, E)\) be a simple graph. Then \(\mathcal{F}(G)\) and \(\mathcal{B}(G)\) are independence systems.
For \(X \subseteq E\), let \(n(X)=|V[X]|\). Let \(c(X)\) denote the number of connected components and \(a(X)\) the number of acyclic connected components of \((V[X], X)\), respectively (if \(X=\varnothing\), we define \(c(X)=0=a(X)\) ). The rank functions of \(\mathcal{F}\) and \(\mathcal{B}\) are
\[
\begin{align*}
\rho_{\mathcal{F}}(X) & =n(X)-c(X),  \tag{8.1}\\
\rho_{\mathcal{B}}(X) & =n(X)-a(X) . \tag{8.2}
\end{align*}
\]

Proof. Clearly, \(X=\varnothing\) is in both \(\mathcal{F}\) and \(\mathcal{B}\), and both set systems are closed under the subset relation. Hence, they are independence systems. For the rank functions, first consider sets \(X \in \mathcal{M}\), where \(\mathcal{M} \in\{\mathcal{F}, \mathcal{B}\}\). The claim is seen to be true for \(|X| \in\{0,1\}\). In the following, let \(|X| \geq 2\).
We prove (8.1) for \(X \in \mathcal{F}\) by induction over the number of connected components \(c(X)\). If \(c(X)=1\), we have a tree, and the claim is true. Let now \(c(X) \geq 2\) and let the claim hold for all forests \(\tilde{X}\) with \(c(\tilde{X})<c(X)\). By inserting an artificial edge \(e\) between two different connected components of \((V[X], X)\), we obtain a forest \(X \cup\{e\}\) of \(c(X)-1\) connected components and can use the induction hypothesis to obtain
\[
\begin{aligned}
\rho_{\mathcal{F}}(X)+1=\rho_{\mathcal{F}}(X \cup\{e\}) & =n(X \cup\{e\})-c(X \cup\{e\}) \\
& =n(X)-(c(X)-1) .
\end{aligned}
\]

\footnotetext{
1 In fact, \(\mathcal{B}\) is the 1 -elongation matroid of \(\mathcal{F}\) [SU13].
}

The claim follows by subtracting one on both sides.
In order to prove (8.2) for \(X \in \mathcal{B}\), let \(u(X)\) denote the number of unicyclic components of \((V[X], X)\). Remove one arbitrary edge from the unique cycle in every unicyclic component. A forest \(\tilde{X}\) remains with
\[
\begin{align*}
\rho_{\mathcal{F}}(\tilde{X}) \stackrel{(8.1)}{=} n(\tilde{X})-c(\tilde{X}) & =n(X)-c(X) \\
& =n(X)-(u(X)+a(X)) . \tag{8.3}
\end{align*}
\]

Thus,
\[
\rho_{\mathcal{B}}(X)=\rho_{\mathcal{B}}(\tilde{X})+u(X)=\rho_{\mathcal{F}}(\tilde{X})+u(X) \stackrel{(8.3)}{=} n(X)-a(X),
\]
and the claim follows.
If \(X \notin \mathcal{M}\), then identify the cyclic connected components. For every such component, while there is more than one cycle, remove an arbitrary edge on a cycle. For \(\mathcal{F}\), we continue further until there is no cycle. This process does not disconnect the connected components and in case of \(\mathcal{B}\), no cyclic component becomes ayclic. In particular, no nonisolated vertex becomes isolated. Hence, for the remaining edges \(Y \subseteq X\), we have \(Y \in \mathcal{M}, n(Y)=n(X), c(Y)=c(X)\), and \(a(Y)=a(X)\) for \(\mathcal{M}=\mathcal{B}\). Since the choice of edges was arbitrary, there is no independent subset of \(X\) with larger cardinality.

We will now show the third matroid property for \(\mathcal{F}\) and \(\mathcal{B}\).
Proposition 8.1.6 ([Whi35],[Sim72]). Given a simple graph \(G=(V, E)\), \(\mathcal{F}(G)\) and \(\mathcal{B}(G)\) are matroids for ground set \(E\).

Proof. By Propositions 2.10 .1 and 8.1.1, \(\mathcal{F}\) is a matroid. Alternatively, this could be proved with the help of Proposition 8.1.5. Let us now turn to \(\mathcal{B}\), and define \(n(X)\) and \(a(X)\) as in Proposition 8.1.5.

We already know that \(\mathcal{B}\) is an independence system. For the third matroid property, let \(X\) and \(Y\) be pseudoforests on \(V\) with \(|X|>|Y|\). For every \(e \in X \backslash Y\), consider \(H_{e}=(V, Y \cup\{e\})\).

If \(e\) joins a tree with a pseudotree, or \(e\) connects two vertices in the same tree, \(H_{e}\) is a pseudoforest. Thus we have found an \(e \in X \backslash Y\) such that \(Y \cup\{e\} \in \mathcal{B}\). Otherwise, \(e\) joins two unicyclic components or connects two vertices inside a unicyclic component. In these cases, \(H_{e}\) contains a single bicircular component. We assume in the following that adding any \(e \in X \backslash Y\) results in a bicircular component.

If a vertex \(u\) is isolated in \((V, Y)\), then it is also isolated in \((V, X)\), for otherwise we could have added some \((u, v) \in X \backslash Y\). Hence \(n(Y) \geq n(X)\). If all connected components of ( \(V, Y\) ) are (uni-)cyclic, we have by (8.2)
\[
\rho_{\mathcal{B}}(Y)=n(Y) \geq n(X) \geq \rho_{\mathcal{B}}(X),
\]
a contradiction. Therefore, an acyclic connected component \(A \subseteq Y\) exists. Every \(e \in X\) incident to a vertex of \(V[A]\) must be in \(Y\), for otherwise it could have been added. Therefore, a surjective map from the acyclic components of \((V, X)\) to the acyclic components of \((V, Y)\) exists, and hence \(a(Y) \leq a(X)\). By Equation (8.2), we have
\[
|Y|=\rho_{\mathcal{B}}(Y)=n(Y)-a(Y) \geq n(X)-a(X)=\rho_{\mathcal{B}}(X)=|X|,
\]
a contradiction.
We note that the bicircular matroid also has a (less obvious) matrix representation [Zas82; CGW91].

\subsection*{8.2 MATROID PARTITIONING AND COVERING NUMBERS}

Definition 8.2.1. A matroid \(k\)-partition over a matroid \(\mathcal{M}\) for ground set \(S\) is a partition \(\left(S_{1}, \ldots, S_{k}\right)\) of \(S\) such that each \(S_{i}\) is an independent set in \(\mathcal{M}\).

One can also partition \(S\) into independent sets from different matroids \(\left(\mathcal{M}_{1}, \ldots, \mathcal{M}_{k}\right)\) over \(S\). However, here we only consider partitions where all matroids are identical.

Definition 8.2.2. The covering number of a loopless \({ }^{2}\) matroid \(\mathcal{M}\) over \(S\), denoted \(k(\mathcal{M})\), is the smallest integer \(k\) such that a matroid \(k\)-partition of \(S\) exists.
Given a simple graph \(G\), the arboricity \(\Gamma(G)\) is the covering number of the cycle matroid \(\mathcal{F}\), and the pseudoarboricity \(p(G)\) is the covering number of the bicircular matroid \(\mathcal{B}\).

Examples of forest and pseudoforest partition can be seen in Figure 1.3 on page 3 .

We already defined \(p(G)\) in Section 3.6, and it will now become apparent why the letter \(p\) was chosen. The following theorem is due to Picard and Queyranne.

Theorem 8.2.3 ([PQ82]). For a simple graph \(G, p(G)=\left\lceil d^{*}(G)\right\rceil\).
An alternative proof of this theorem based on matroid theory, due to [SU13], will be developed in this section (another, also based on matroid theory, is given by Westermann [Wes88]). By Theorem 3.6.7, we then know that the pseudoarboricity equals the smallest maximum indegree. However, this also follows from an accessible algorithmic theorem given independently by Bezáková and Kowalik.

Theorem 8.2.4 ([Bezoo; Kowo6]). Let \(G\) be a simple graph and \(d \in \mathbb{N}_{0}\). There is a partition into \(d\) pseudoforests if and only if a \(d\)-orientation exists, and one can be computed from the other in time \(\mathcal{O}(|E|)\).
\(2 \overline{k(\mathcal{M}) \text { exists if and only if } \mathcal{M} \text { is loopless, otherwise we would write } k(\mathcal{M})=\infty . . . . . . ~}\)

Proof. The case \(d=0\) is obvious.
' \(\Rightarrow\) ': For \(d \geq 1\), let \(\left(P_{1}, \ldots, P_{d}\right)\) be a pseudoforest partition of \(E\).
Every pseudotree can be 1-oriented: If it is a tree, turn it into an arborescence, which has maximum indegree one. In presence of a cycle pick an edge \(u v\) on the cycle. Set aside \(u v\), now the remaining graph can be turned into an arborescence rooted at \(v\). The indegree of any vertex is at most one, and this still holds when we orient the remaining edge as \(u \rightarrow v\).

It follows that a pseudoforest is 1 -orientable. Carry out this procedure for the \(d\) pseudotrees to obtain a \(d\)-orientation, which is possible in linear time.
' \(\Leftarrow\) ': Let \(\vec{G}\) be a \(d\)-orientation of \(G\). We prove by induction that \(G\) can be partitioned into \(d\) pseudoforests. It is not diffult to see that this proof can be turned into a linear-time algorithm.

Consider for the base case \(d=1\) a connected component (in the undirected sense) with \(n\) vertices. It has at least \(n-1\) edges because it contains a spanning tree. It has at most \(n\) edges, for otherwise a 1 -orientation would not be possible by the pigeonhole principle. Therefore, the component is a tree or unicyclic. Hence, each component is a pseudotree and the graph is a pseudoforest.

Let the induction hypothesis hold for all \(d^{\prime}<d\) for some \(d \geq 2\). For every vertex in a \(d\)-orientation, take away one edge entering it (if any). This is a 1 -orientation and thus can be converted into a pseudoforest. The remaining graph is a \(d-1\) orientation and can be converted into \(d-1\) pseudoforests by the induction hypothesis.

Corollary 8.2.5. The pseudoarboricity equals the smallest maximum indegree.

As every forest is a pseudoforest, the pseudoarboricity is a lower bound on the arboricity. However, Picard and Queyranne prove a much closer relationship in Theorem 8.2.7. An alternative proof of it that uses matroid clumps is given by Westermann [Wes88]. We will develop a new and algorithmic proof in Chapter 10.

Theorem 8.2.6 ([PQ82]). Let \(G\) be a simple graph. Then
\[
\Gamma(G) \in\{p(G), p(G)+1\} .
\]

Figure 1.3 on page 3 shows an example of a graph with \(p=2\) and \(\Gamma=3\). As we shall see, Theorem 8.2.6 is used in an arboricity algorithm by Gabow and Westermann (Theorem 8.3.2), and we will use it for a new runtime result in Chapter 11.

In order to give a first proof of Theorem 8.2.6, let us look at a classic theorem by Nash-Williams [Nas64] (see also [Nas61] for a related packing problem), which was independently discovered in a more general form by Edmonds [Edm65]. Alternative proofs are given by Chen et al. [Che+94] and Reiher and Sauermann [RS14].

Theorem 8.2.7 ([Nas64; Edm65]). Let G be a simple graph. Then
\[
\begin{equation*}
\Gamma(G)=\max _{\substack{\left(V_{H}, E_{H}\right) \subseteq G \\\left|V_{H}\right| \geq 2}}\left\lceil\frac{\left|E_{H}\right|}{\left|V_{H}\right|-1}\right] \tag{8.4}
\end{equation*}
\]

That \(\Gamma(G)\) is at least the expression on the right-hand side of (8.4) is not difficult to see, as [SU13] explains: Every acyclic spanning subgraph of \(G\) has at most \(|V|-1\) edges, so \(\Gamma(G) \geq|E| /(|V|-1)\), and we can round up because \(\Gamma(G)\) is an integer. As the arboricity of a graph is at least the arboricity of any of its subgraphs, we get the desired inequality. That (8.4) holds with equality is, however, not immediate. Let us first assume it as fact and prove Theorem 8.2.6 with it, as in [PQ82].

Definition 8.2.8. Given a simple graph \(G\), the fractional arboricity \({ }^{3}\) \(\gamma(G)\) is defined as
\[
\begin{equation*}
\gamma(G):=\max _{\substack{\left(V_{H}, E_{H}\right) \subseteq G,\left|V_{H}\right| \geq 2}} \frac{\left|E_{H}\right|}{\left|V_{H}\right|-1} \tag{8.5}
\end{equation*}
\]

Note that although \(\gamma\) is very close to \(d^{*}\), a densest subgraph does not necessarily maximize (8.5). An example are all but one densest subgraphs in Figure 3.1 on page 50. Likewise, a subgraph maximizing (8.5) need not be a densest subgraph, an example is given in Figure 9.5 on page 134 .

Lemma 8.2.9 ([PQ82]). A simple graph \(G\) satisfies \(\gamma(G) \leq d^{*}(G)+1 / 2\).
Proof. Let \(D=\left(V_{D}, E_{D}\right)\) denote a densest subgraph and \(H=\left(V_{H}, E_{H}\right)\) a subgraph that maximizes (8.5). If we had \(\gamma>d^{*}+1 / 2\), this would yield
\[
\frac{\left|E_{H}\right|}{\left|V_{H}\right|-1}>\frac{\left|E_{D}\right|}{\left|V_{D}\right|}+1 / 2 \geq \frac{\left|E_{H}\right|}{\left|V_{H}\right|}+1 / 2
\]

By rearranging, we obtain
\[
\left|E_{H}\right|>\frac{\left|V_{H}\right|\left(\left|V_{H}\right|-1\right)}{2}
\]
i.e., more edges than a complete graph on \(\left|V_{H}\right|\) vertices can have. This is a contradiction.

Proof of Theorem 8.2.6. The claim holds if \(|E|=0\). In the following, let \(|E| \geq 1\). Since trivially \(p(G) \leq \Gamma(G)\) holds, we have to show that \(\Gamma(G) \leq p(G)+1\). From Lemma 8.2.9 and (8.4) we obtain the desired \(\Gamma(G) \leq\left\lceil d^{*}\right\rceil+1=p(G)+1\).

\footnotetext{
3 We note that if the \(\left|V_{H}\right|\) are required to be odd, the resulting measure for multi-graphs has an interesting relationship with edge colorings [Sey79; CZZ19].
}

Corollary 8.2.10 ([PQ82]). If \(d^{*} \neq 0\) is an integer, then \(\Gamma=p+1\), and if \(d^{*} \leq p-1 / 2\), then \(\Gamma=p\).

In order to compute the covering number and the corresponding partition, Edmonds [Edm65] proposes the following matroid partitioning algorithm. Given a test value \(k\), the algorithm finds a \(k\)-partition of \(S\) if one exists, and otherwise returns an independent set \(Y\) with \(|Y|>k \rho(Y)\), which is a certificate that no \(k\)-partition exists. The mapping of elements to the sets of a partition is called a coloring, i.e., every set of the partition corresponds to a distinct color. If some elements are unassigned, we have a partial coloring.

It is possible to assign color \(i\) to an element \(x \notin S_{i}\) if \(S_{i} \cup\{x\}\) is independent. For short, we write \(x \leftarrow\langle i\rangle\).

For elements \(x, y\) where \(y\) is colored as \(y \in S_{i}\) and \(x \notin S_{i}\) has a different color or is uncolored, we write \(x \leftarrow y\) if \(S_{i} \backslash\{y\} \cup\{x\}\) is independent. This means that we can re-color: \(x\) gets \(y\) 's color, and \(y\) loses its color. More generally, we can re-color entire paths. The relation \(\leftarrow\) defines a directed graph on the set \(S\).

Lemma 8.2.11 ([Edm65]). Let \(\mathcal{M}\) be a matroid and \(S_{1}, \ldots, S_{k}\) be a partial coloring of S. Suppose there is a directed path
\[
x_{0} \leftarrow x_{1} \leftarrow \cdots \leftarrow x_{n}
\]
that is minimal in the sense that \(x_{i} \nleftarrow x_{j}\) for \(i>j+1\) and \(x_{i} \nleftarrow\langle a\rangle\) for \(i<n\), then modifying \(\left(S_{1}, \ldots, S_{k}\right)\) by re-coloring the \(x_{0}, \ldots, x_{n}\) according to the path is a proper partial coloring of \(S\).

While the lemma is quite intuitive, it is not trivial because re-coloring a single element changes the \(\leftarrow\)-relation globally. We omit the lengthy, technical proof and refer the reader to the textbook by Scheinerman and Ullman [SU13, Lemma 5.3.1]. Matroid partitioning is now possible by repeatedly applying Lemma 8.2.11 to uncolored vertices that serve as the end \(x_{0}\) of the path.
The following theorem, together with its proof, establish the correctness of Algorithm 8.1 on the following page. We note that we saw a special case of Lemma 8.2.11 and Theorem 8.2.12 for \(\mathcal{B}\) in disguise in Theorem 3.6.8 and its proof (the path reversal algorithm), which becomes apparent by the equivalence of pseudoforest \(d\)-partitions and \(d\)-orientations (Theorem 8.2.4).

Theorem 8.2.12 ([Edm65]). Let \(\mathcal{M}\) be a loopless matroid over \(S\) and let \(k \in \mathbb{N}_{0}\). Then \(S\) has a partition into \(k\) independent sets if and only if \(|Y| \leq k \rho_{\mathcal{M}}(Y)\) for all \(Y \subseteq S\).

Proof. If Algorithm 8.1 never reaches the else-block, then it stops with a \(k\)-partition of \(S\) because the number of uncolored vertices decreases in the if-block. As every set \(Y \subseteq S\) must be distributed among the \(k\) sets of a \(k\)-partition, the latter's existence implies that \(|Y| \leq k \rho(Y)\).
```

Algorithm 8.1: Edmonds's matroid partitioning algorithm for
test value $k$.
Input: A loopless matroid $M$ over a (finite) ground set $S$, and
$k \in \mathbb{N}$.
Output: A partition $S=S_{1} \dot{\cup} \ldots \dot{\cup} S_{k}$ with $S_{i} \in M$ for all
$i=1, \ldots, k$, or a $Y \subseteq S$ with $|Y|>k \rho(Y)$.
$S_{i} \leftarrow \varnothing$ for all $i=1, \ldots, k$
while $S \neq \bigcup_{i=1}^{k} S_{i}$ do
// There exist uncolored vertices
if there is a directed path from a color class to an uncolored
element $x_{0}$ then
re-color along a minimal such directed path
else
Let $Y$ be the set of elements from which an uncolored
element can be reached in the directed graph
return $Y$
return $\left(S_{1}, \ldots, S_{k}\right)$

```

We now prove that if the algorithm reaches the else-block, then the returned \(Y\) has \(|Y|>k \rho(Y)\). Let \(U \neq \varnothing\) denote the set of uncolored vertices, and let \(V=Y \backslash U\). We have \(|Y|>|V|\).

We show that
\[
\begin{equation*}
\rho(Y)=\left|Y \cap S_{i}\right| \quad \forall i=1, \ldots, k . \tag{8.6}
\end{equation*}
\]

As \(Y \cap S_{i}\) is an independent set, we have \(\rho(Y) \geq\left|Y \cap S_{i}\right|\). Now assume \(\rho(Y)>\left|Y \cap S_{i}\right|\). Thus there exists \(x \in Y \backslash S_{i}\) such that \(\left(Y \cap S_{i}\right) \cup\{x\}\) is independent.
Consider \(S_{i} \cup\{x\}\), which is not independent because then there would be a directed path \(x \leftarrow\langle i\rangle\), and thus we would not have entered the else-block. So \(S_{i} \cup\{x\}\) contains a (unique) minimal dependent set \(C\) that is (by independence of \(\left.\left(Y \cap S_{i}\right) \cup\{x\}\right)\) not contained in \(Y\), so there is a \(z \in C \backslash Y\). In particular, \(z \neq x\) and hence \(z \in S_{i} \backslash Y\). Thus \(\left(S_{i} \backslash\{z\}\right) \cup\{x\}\) is independent, so \(x \leftarrow z\).

This, however, is a contradiction to the fact that \(x \in Y\) but \(z \in Y\). This proves (8.6). Finally, we obtain
\[
k \rho(Y)=\sum_{i=1}^{k} \rho(Y) \stackrel{(8.6)}{=} \sum_{i=1}^{k}\left|Y \cap S_{i}\right|=\left|\bigcup_{i=1}^{k} Y \cap S_{i}\right|=|V|<|Y| .
\]

Corollary 8.2.13 ([Edm65]). Let \(\mathcal{M}\) be a loopless matroid, and let \(\rho\) denote its rank function. Then its covering number is
\[
\begin{equation*}
k(\mathcal{M})=\max _{\substack{Y \subseteq S \\ Y \neq \varnothing}}\left[\frac{|Y|}{\rho_{\mathcal{M}}(Y)}\right] \tag{8.7}
\end{equation*}
\]

Theorem 8.2.7 can now be obtained from this corollary with the rank function of \(\mathcal{F}\) : One can show that the maximum of (8.7) is attained at a set \(Y\) such that \((V[Y], Y)\) is connected and not an isolated vertex. For such a set \(Y\), the rank function (8.1) is \(\rho_{\mathcal{F}}(Y)=|V[Y]|-1\). For the full proof (which is somewhat similar to the proofs of Propositions 3.1.3 and 3.1.4), see [SU13].

Analogously, we can proceed with the pseudoarboricity. Similarly to the fractional arboricity (8.5), we can define the fractional covering number.

Definition 8.2.14. The fractional covering number of a loopless matroid \(\mathcal{M}\) over ground set \(S\) is
\[
k_{f}(\mathcal{M}):=\max _{\substack{Y \subseteq \mathcal{S} \\ Y \neq \varnothing}} \frac{|Y|}{\rho_{\mathcal{M}}(Y)} .
\]

Indeed, the fractional covering number of the cycle matroid \(\mathcal{F}\) is the fractional arboricity defined in (8.5). Let us now turn to the fractional pseudoarboricity. The following theorem was stated by Scheinerman and Ullman for connected cyclic graphs. However, the theorem holds for all graphs that contain a cycle.

Theorem 8.2.15 ([SU13]). If \(G\) contains a cycle, then \(d^{*}(G)=k_{f}(\mathcal{B}(G))\).
Proof. We know by Proposition 3.1.4 that \(d^{*}(G)\) is attained on a connected subgraph \(H=\left(V_{H}, E_{H}\right)\) of \(G\). By Lemma 3.1.5 we can conclude that \(H\) must contain a cycle as well. Thus, according to Proposition 8.1.5, the rank of \(E_{H}\) is \(\rho_{\mathcal{B}}\left(E_{H}\right)=\left|V_{H}\right|\). Thus,
\[
k_{f}(\mathcal{B}) \geq \frac{\left|E_{H}\right|}{\left|V_{H}\right|}=d^{*}(G)
\]

To show the other inequality, note that for every set \(X \subseteq E\) such that \((V, X)\) is acyclic, we have
\[
\begin{aligned}
& \rho_{\mathcal{B}}(X)=n(X)-a(X) \stackrel{(8.1)}{=}\left(\rho_{\mathcal{F}}(X)+a(X)\right)-a(X) \\
&=(|X|+a(X))-a(X)=|X| .
\end{aligned}
\]

Hence \(|X| / \rho_{\mathcal{B}}(X)=1\). Thus, if the fractional covering number is greater than one, the set \(Y\) maximizing it must induce a cyclic graph, and we can restrict ourselves to \(Y\) such that all connected components of \((V, Y)\) are cyclic. Thus, \(\rho_{\mathcal{B}}(Y)=n(Y)\), and
\[
k_{f}(\mathcal{B})=\frac{|Y|}{\rho_{\mathcal{B}}(Y)}=\frac{|Y|}{n(Y)} \leq d^{*} .
\]

Note that the theorem fails for graphs where all components are acyclic, e.g., the graph with two vertices and one edge. As a corollary to Theorem 8.2.15, we obtain Theorem 8.2.3.

Proof of Theorem 8.2.3. If \(|E|=0, p=0\) and \(d^{*}=0\). Let now \(|E| \geq 1\). If the graph is disconnected, decompose it into its connected components. The pseudoarboricity and the maximum density of a graph are exactly the maximum pseudoarboricity and the highest maximum density among its connected components (see Section 3.1). Thus for the remainder we assume \(G\) is connected.
If the graph is a tree, then \(p=1\) and \(0<d^{*}<1\), hence the claim holds. If the graph is cyclic, apply Theorem 8.2.15 and Corollary 8.2.13 to obtain
\[
\left\lceil d^{*}\right\rceil=\left\lceil k_{f}(\mathcal{B})\right\rceil=k(\mathcal{B})=p .
\]

\subsection*{8.3 RUNTIMES FOR COMPUTING THE (FRACTIONAL) ARBORICITY}

Let us now examine the runtime of Edmonds's algorithm to determine the covering number. If the matroid is unspecified, we count the number of times we ask for independence of a set. This is called the number of accesses to the independence oracle.

Theorem 8.3.1 (Essentially [SU13]). The covering number of a matroid \(M\) over \(S\) can be determined with \(\mathcal{O}\left(|S|^{3} \log |V|\right)\) queries to the independence oracle.

Proof. Perform a binary search for the minimum \(k\) such that Algorithm 8.1 returns a \(k\)-partition. This needs \(\mathcal{O}(\log |S|)\) tests. (In [SU13] a linear search is used for up to \(|S|\) tests.)
As there are \(|S|\) elements to be added to the partition, the 'then'block is executed at most \(|S|\) times. The number of independence tests performed in the block is \(\mathcal{O}\left(|S|^{2}\right)\).

Gabow and Westermann propose partitioning algorithms specifically for arboricity and pseudoarboricity (see also [PQ82; GS85]). (Algorithms for the special case of planar graphs will be treated in Sections 9.2.5 and 9.2.6.) In Westermann's thesis [Wes88], the algorithm for pseudoarboricity is formulated in terms of matroids entirely (though it borrows ideas from the analysis of the algorithms of Dinitz and Hopcroft-Karp), the subsequent paper [GW92] uses the bipartite network (Section 3.6) and 'degree-constrained' subgraphs (in other words, orientations). The analysis, however, is still in terms of matroids, and we re-phrased it in terms of flows entirely in Chapter 5.

Theorem 8.3.2 ([Wes88; GW92]). The pseudoarboricity \(p\), along with a partition into \(p\) pseudoforests, can be determined in time
\[
\mathcal{O}\left(|E| \min \left(\sqrt{|E| \log p},(|V| \log p)^{2 / 3}\right)\right) .
\]

The arboricity \(\Gamma\), along with a partition into \(\Gamma\) forests, can be determined in time
\[
\mathcal{O}\left(|E|^{5 / 3} \log ^{1 / 3}|V|+|E|^{4 / 3}|V|^{1 / 3} \log ^{2 / 3}|V|\right)
\]
and, if \(|E| \in \Omega\left(|V|^{3 / 2} \log |V|\right)\) holds, in time
\[
\mathcal{O}(|V||E| \log |V|) .
\]

We note that in [GW92, Table 1] the condition \(|E| \in \Omega\left(|V|^{3 / 2} \log |V|\right)\) is erroneously stated for the first of the two time bounds. This first runtime bound uses a conversion of pseudoforest partitions into forest partitions, which we will review in Section 9.1.

In general, the arboricity can be determined by computing the pseudoarboricity \(p\) and then testing whether a partition into \(p\) forests exists with a matroid partitioning algorithm for \(\mathcal{F}\). If \(p\) is not feasible, then \(\Gamma=p+1\) by Theorem 8.2.6.4 This eliminates the binary search.

In Chapter 11, we will work the other way around in a certain scenario: We compute the arboricity of a subgraph first, which leaves a constant-size interval for the pseudoarboricity to check. The arboricity algorithm that we will use is due to Gabow.

Theorem 8.3.3 ([Gab98]). The arboricity \(\Gamma(G)\), along with a partition into \(\Gamma\) forests, can be determined in time \(\mathcal{O}\left(|E|^{3 / 2} \log \left(|V|^{2} /|E|\right)\right.\).

The algorithm uses Newton's method on polymatroids and an extension of the Hao-Orlin algorithm for minimum cuts [HO92]. A discussion would carry us too far afield.

Picard and Queyranne [PQ82] reduce the pseudoarboricity and arboricity problems to o-1 fractional programming problems (see Subsection 3.3.1). We note that in this approach the arboricity and maximum density are determined with \(\mathcal{O}(|V|)\) minimum cut computations, while the pseudoarboricity is determined with \(\mathcal{O}(\log |V|)\) minimum cut computations in a binary search. This is somewhat peculiar because we saw approaches based on binary search for the maximum density in previous chapters, and the maximum density problem is dual to the relaxation of the orientation problem.

Approximation algorithms for the fractional covering problem are described by Plotkin et al. [PST91]. A recent approximation scheme for the fractional arboricity \(\gamma\) specifically was given by Toko Worou and Galtier.

Theorem 8.3.4 ([TG16]). For a simple graph \(G=(V, E)\) and every \(\epsilon>0\), a subgraph \(\left(V_{H}, E_{H}\right)\) of \(G\) satisfying
\[
\frac{\gamma(G)}{1+\epsilon} \leq \frac{\left|E_{H}\right|}{\left|V_{H}\right|-1} \leq \gamma(G)
\]
can be found in \(\mathcal{O}\left(|E| \log ^{2}|V| \log (|E| /|V|) \epsilon^{-2}\right)\) time.

\footnotetext{
4 If the corresponding partition into forests is desired, start another test for \(p+1\).
}

Note that the dependence on \(\epsilon\) is inversely quadratic and hence this runtime would not be fast enough for the search interval shrinking in Chapter 6.

The algorithm uses a linear programming formulation of the arboricity problem in the minimization sense and then approximately solves the dual problem. To this end, maximum spanning trees are computed with respect to a weight function that corresponds to a dual LP solution. After a maximum spanning tree \(T^{i}\) has been computed, the weights are modified and a maximum spanning tree \(T^{i+1}\) is computed on the modified weights. After \(K \simeq \gamma \ln |E| / \epsilon^{2}\) iterations, the algorithm stops and the desired subgraph can be extracted in time \(\mathcal{O}(|E| \log |V|)\) from the dual LP solution. In order to set \(K\), a 2-approximation algorithm is used, just as we did in Chapter 6. In order to remove the runtime dependency on \(\gamma\), the authors use a fast preprocessing that is very similar to the one we will use in Chapter 11.
Recall that Kowalik's approximation scheme (Section 4.2) approximates \(d^{*}\) as a value via the dual orientation problem, but does not compute approximately densest subgraphs. On the other hand, the approximation scheme of Toko Worou and Galtier does not compute a forest partition, but it approximates the densest subgraph by computing approximately densest subgraphs for the slightly different density measure \(\gamma\). We will address the covering problem for \(\mathcal{F}\) constructively in Chapters 9 and 10.

\subsection*{8.4 BOUNDS FOR ARBORICITY AND PSEUDOARBORICITY}

The arboricity was first bounded by Chiba and Nishizeki.
Theorem 8.4.1 ([CN85]).
\[
\begin{equation*}
\Gamma(G) \leq\left\lceil\sqrt{\frac{|E|}{2}+\frac{|V|}{4}}\right\rceil \tag{8.8}
\end{equation*}
\]

We can improve over it.
Proposition 8.4.2. The arboricity bound
\[
\begin{equation*}
\Gamma(G) \leq\left\lceil\sqrt{\frac{|E|}{2}+\frac{1}{16}}+\frac{1}{4}\right\rceil \tag{8.9}
\end{equation*}
\]
derived from Proposition 3.2.2 is tighter than bound (8.8).
Proof. By the proof of Theorem 8.2.6, \(\Gamma(G) \leq\left\lceil d^{*}+1 / 2\right\rceil\), we obtain (8.9) with Proposition 3.2.2.

Consider a graph with five vertices and six edges (with no isolated vertex for a fair comparison). Equation (8.8) yields an arboricity bound of 3 , while our bound yields 2 . Hence, our bound is tighter on this instance.

Let us now show for all graphs that the right-hand side of (8.9) is at most the right-hand side of (8.8).

For any \(|E| \geq 0\) we can write \(|E|=n(n-1) / 2\) for a unique \(n \in \mathbb{R}^{+}\). Then \(|V| \geq n\) because no graph can have greater density than a complete graph. This means that
\[
\left\lceil\sqrt{\frac{|E|}{2}+\frac{|V|}{4}}\right\rceil \geq\left\lceil\sqrt{\frac{n(n-1)}{4}+\frac{n}{4}}\right\rceil=\left\lceil\frac{n}{2}\right\rceil .
\]

Now consider bound (8.9). We have
\[
\begin{aligned}
\left\lceil\sqrt{\frac{|E|}{2}+\frac{1}{16}}+\frac{1}{4}\right\rceil & \left.=\left\lceil\sqrt{\frac{n(n-1)}{4}+\frac{1}{16}}+\frac{1}{4}\right\rceil\right\rceil \\
& =\left\lceil\sqrt{\frac{n^{2}-n+1 / 4}{4}}+\frac{1}{4}\right\rceil \\
& =\left\lceil\sqrt{\frac{(n-1 / 2)^{2}}{4}}+\frac{1}{4}\right\rceil \\
& =\left\lceil\frac{n-1 / 2}{2}+\frac{1}{4}\right\rceil=\left\lceil\frac{n}{2}\right\rceil .
\end{aligned}
\]

Gabow and Westermann provided bounds for arboricity and pseudoarboricity by considering matroid partitions.

Theorem 8.4.3 ([Wes88; GW92]). Let \(G=(V, E)\) be a simple graph with \(|E| \geq 1\). Then
\[
\begin{align*}
& p(G) \leq\lfloor\sqrt{|E| / 2-7 / 16}+3 / 4\rfloor  \tag{8.10}\\
& \Gamma(G) \leq\lfloor\sqrt{|E| / 2-7 / 16}+5 / 4\rfloor \tag{8.11}
\end{align*}
\]

The arboricity bound was further improved by Dean et al.
Theorem 8.4.4 ([DHS91]). Let \(G=(V, E)\) be a simple graph. Then
\[
\Gamma(G) \leq\lceil\sqrt{|E| / 2}\rceil
\]
and for every \(|E| \geq 0\), there is a graph \((V, E)\) of arboricity \(\lceil\sqrt{|E| / 2}\rceil\).
In order to compare bounds, we use the following lemma.
Lemma 8.4.5. Let \(x>0\). Then for every \(\delta \leq x\), we have
\[
\begin{align*}
& \sqrt{x-\delta} \leq \sqrt{x}-\frac{\delta}{2 \sqrt{x}}  \tag{8.12}\\
& \sqrt{x+\delta} \geq \sqrt{x}+\frac{\delta}{4 \sqrt{x}} \tag{8.13}
\end{align*}
\]

For every \(\delta \leq x / 4\), we have
\[
\begin{equation*}
\sqrt{x-\delta} \geq \sqrt{x}-\frac{\delta}{\sqrt{x}} \tag{8.14}
\end{equation*}
\]

Proof. Inequality (8.12) is obtained with elementary calculus. It is an easy exercise to show that \(\sqrt{x+\delta} \leq \sqrt{x}+\sqrt{\delta}\) for \(x, \delta \geq 0\) and \(\sqrt{x-\delta} \geq \sqrt{x}-\sqrt{\delta}\) for \(x \geq \delta \geq 0\).
For (8.13), we have for \(\delta \leq x\) :
\[
\begin{aligned}
\sqrt{x+\delta} \geq \sqrt{x}+\frac{\delta}{2 \sqrt{x+\delta}} & \geq \sqrt{x}+\frac{\delta}{2(\sqrt{x}+\sqrt{\delta})} \\
& \geq \sqrt{x}+\frac{\delta}{2(\sqrt{x}+\sqrt{x})} \\
& =\sqrt{x}+\frac{\delta}{4 \sqrt{x}} .
\end{aligned}
\]

For (8.14), we have for \(\delta \leq x / 4\) :
\[
\begin{aligned}
\sqrt{x-\delta} \geq \sqrt{x}-\frac{\delta}{2 \sqrt{x-\delta}} & \geq \sqrt{x}-\frac{\delta}{2(\sqrt{x}-\sqrt{\delta})} \\
& \geq \sqrt{x}-\frac{\delta}{2(\sqrt{x}-\sqrt{x} / 2)} \\
& =\sqrt{x}-\frac{\delta}{\sqrt{x}}
\end{aligned}
\]

Proposition 8.4.6. For a simple graph \(G=(V, E)\) with \(|E| \geq 1\), the Gabow-Westermann arboricity bound (8.11) never exceeds the bound (8.9), and both bounds are at least \(\lceil\sqrt{|E| / 2}\rceil\).

Proof. Let \(\Gamma_{G W}\) denote the right-hand side of (8.11), and let \(\Gamma_{d^{*}}\) denote the right-hand side of (8.9). The claim is true for \(|E|=1\) by inspection. For \(|E| \geq 2\), define \(\epsilon:=1 /(32 \sqrt{|E| / 2})\). Let \(\llbracket x \rrbracket:=x-\lfloor x\rfloor\) denote the digits after the decimal point of \(x\). We have
\[
\begin{aligned}
\Gamma_{d^{*}} & =[\sqrt{|E| / 2+1 / 16}+1 / 4\rceil \\
& \stackrel{(8.13)}{\geq}\left[\sqrt{|E| / 2}+\frac{1}{64 \sqrt{|E| / 2}}+1 / 4\right\rceil \\
& = \begin{cases}\lfloor\sqrt{|E| / 2}\rfloor+2, & \text { if } \llbracket \sqrt{|E| / 2}\rfloor+\epsilon / 2>3 / 4, \\
\lfloor\sqrt{|E| / 2}\rfloor+1, & \text { else. } .\end{cases}
\end{aligned}
\]

On the other hand, noting \(7 \epsilon<1 / 4\) we have
\[
\begin{aligned}
\Gamma_{G W} & =\lfloor\sqrt{|E| / 2-7 / 16}+5 / 4\rfloor \\
& \stackrel{(8.12)}{\leq}\lfloor\sqrt{|E| / 2}-7 \epsilon+5 / 4\rfloor \\
& = \begin{cases}\lfloor\sqrt{|E| / 2}\rfloor+2, & \text { if } \llbracket \sqrt{|E| / 2}\rfloor-7 \epsilon \geq 3 / 4 \\
\lfloor\sqrt{|E| / 2}\rfloor+1, & \text { else. }\end{cases}
\end{aligned}
\]

Since \(\llbracket \sqrt{|E| / 2} \rrbracket-7 \epsilon \geq 3 / 4\) implies \(\llbracket \sqrt{|E| / 2} \rrbracket+\epsilon / 2>3 / 4\), we have \(\Gamma_{G W} \leq \Gamma_{d^{*}}\). That both bounds are at least \([\sqrt{|E| / 2}]\) follows from Theorem 8.4.4, but we can prove it easily. It is obvious that \(\Gamma_{d^{*}} \geq\lceil\sqrt{|E| / 2}\rceil\).

For \(\Gamma_{G W}\), the claim is verified for \(|E| \leq 7\) by exhaustion. For \(|E| \geq 8\), we have
\[
\begin{aligned}
\Gamma_{G W} & =\lfloor\sqrt{|E| / 2-7 / 16}+5 / 4\rfloor \\
& \stackrel{(8.14)}{\geq}\left\lfloor\sqrt{|E| / 2}-\frac{7}{16 \sqrt{|E| / 2}}+5 / 4\right\rfloor \\
& \geq\left\lfloor\sqrt{|E| / 2}-\frac{7}{32}+40 / 32\right\rfloor \\
& =\lfloor\sqrt{|E| / 2}+33 / 32\rfloor \\
& \geq|\sqrt{|E| / 2}|
\end{aligned}
\]

We were unable to prove that \(\Gamma_{d^{*}}\) never exceeds \(\Gamma_{G W}\) with the bounds of Lemma 8.4.5. However, we also did not find a counterexample in computational experiments.

Chiba and Nishizeki [CN85] show that the arboricity is bounded by \(\lceil|V| / 2\rceil\). Kannan et al. [KNR92] improve this to \(\lfloor\Delta / 2\rfloor+1\). Picard and Queyranne [PQ82] observe that \(p \leq\lceil(|V|-1) / 2\rceil\). We give an analogous improvement.

Proposition 8.4.7. For a simple graph \(G\) we have
\[
p(G) \leq\left\lceil\frac{\Delta(G)}{2}\right\rceil \text { and } \Gamma(G) \leq\left\lceil\frac{\Delta(G)+1}{2}\right\rceil \text {. }
\]

Proof. By Proposition 3.2.3 we know that \(d^{*}(G) \leq \Delta(G) / 2\). The first bound follows from Theorem 8.2.3. The second bound follows from \(\Gamma(G) \leq\left\lceil d^{*}+1 / 2\right\rceil\).

Note that these bounds can be asymptotically tighter than the \(\sqrt{|E|}\) type bounds if the vertices have similar degrees. On the other hand, if the graph has few vertices with large degree, the \(\sqrt{|E|}\)-type bounds are tighter.

\section*{Far better an approximate answer to the right question [...] than an exact answer to the wrong question[.] \\ - John W. Tukey, The Future of Data Analysis (1962)}

We will further investigate the relationship of forest and pseudoforest partitions in this chapter. The proof of Theorem 8.2.4 can be easily altered in order to show that an acyclic \(d\)-orientation can be converted into a partition of \(d\) forests. Using the greedy 2-approximation algorithm from Chapter 7 (but not the one by Asahiro et al.), this yields a constructive 2 -approximation algorithm for arboricity, i.e., the corresponding forest partition can be constructed within the same asymptotic runtime. The following theorem shows that it is futile to hope for better approximations via acyclic orientations and converting them into forests.

Theorem 9.0.1 ([Bor+17]). The greedy algorithm finds an acyclic orientation that has the smallest maximum indegree among all acyclic orientations.

The theorem is easily proved with the following lemma.
Lemma 9.0.2 (Implicit in [Bor+17]). An acyclic orientation \(\vec{G}\) has at least one sink, a vertex \(v\) whose incident edges are all oriented towards \(v\).

Proof. If there is an isolated vertex in \(\vec{G}\), the claim holds. Otherwise, start in some nonisolated vertex \(u\). Follow an arbitrary outgoing edge \((u, v)\) and repeat with \(v\). Once a sink is reached, we are done. If we never reach a sink, then we must eventually reach an already visited vertex because there are finitely many vertices. Then, however, we would have gone in a cycle, a contradiction to the acyclicity of the orientation.

Proof of Theorem 9.0.1. The orientation produced by the greedy algorithm is acyclic. Let \(d_{\max }\) denote the maximum indegree assigned during the algorithm. Before the first vertex of degree \(d_{\max }\) is deleted, all remaining vertices have degree at least \(d_{\max }\).

Let \(\vec{G}^{*}\) denote the acyclic orientation with smallest maximum indegree. The restriction of \(\vec{G}^{*}\) on the remaining subgraph is also acyclic, hence it must have a sink by Lemma 9.o.2. Therefore, \(\vec{G}^{*}\) has a vertex of indegree at least \(d_{\max }\). This proves optimality of the greedy solution.

Using the approximation scheme for pseudoarboricity (Section 4.2 via Theorem 8.2.4), we can approximate the arboricity as a value
within a factor of \((1+\epsilon)\), plus a small additive constant, in time \(\mathcal{O}\left(|E| \log |V| \epsilon^{-1} \log \Gamma\right)\). This is evident from the fact that \(p \leq \Gamma \leq\) \(p+1\) (Theorem 8.2.6). In order to get a corresponding forest partition, however, we need a conversion algorithm. In the next section, we will see an optimal conversion.

\subsection*{9.1 CONVERSION BY DIVIDE-AND-CONQUER}

Gabow and Westermann [Wes88; GW92] describe how an edge \(e\) can be inserted into a forest partition \(\left(F_{1}, \ldots, F_{k}\right)\), if possible. In order to insert it, the algorithm must possibly move other edges between the forests to obtain a forest \(k\)-partition of \(F_{1} \cup \cdots \cup F_{k} \cup\{e\}\). If this is impossible, it outputs a forest \((k+1)\)-partition. The runtime of the algorithm, which is called cyclic scanning, is \(\mathcal{O}(k|V|)\). We will not discuss its exact workings.
The runtime can be improved to \(\mathcal{O}(|E|)\) by the following pre- and postprocessing: Remove all vertices of degree at most \(k\) including their edges. The number \(\left|V^{\prime}\right|\) of remaining vertices is at most \(2|E| / k\), for otherwise the number of edges would exceed \(|E|\) by the degree sum formula. Insertions are now performed with cyclic scanning on the remainder graph in \(\mathcal{O}\left(k|V|^{\prime}\right) \subseteq \mathcal{O}(|E|)\) per edge. In the end, for each removed vertex \(u\), let \(\left(u, v_{1}\right), \ldots,\left(u, v_{l}\right)\) for \(l \leq k\) be its incident edges. Insert \(\left(u, v_{i}\right)\) into \(F_{i}\). This clearly does not create cycles.
In order to convert \(k\) pseudoforests into \(k+1\) forests, and \(k\) if possible, the authors propose Algorithm 9.1 on the next page. In a nutshell, the algorithm divides the \(k\) pseudoforests into two groups of \(\lfloor k / 2\rfloor\) and \(\lceil k / 2\rceil\) pseudoforests, recursively converts them into \(\lfloor k / 2\rfloor+1+\lceil k / 2\rceil+1\) forests, and then inserts the edges of smallest forest into the \(k+1\) others. This is always feasible by Theorem 8.2.6. Once the recursive procedure has stopped, one tries to insert the edges of the smallest forest into the \(k\) others, which may be feasible or infeasible. It is possible to show that the time of the insertions is bounded by \(\mathcal{O}\left(|E|^{2} / k\right)\) in both functions of Algorithm 9.1. Gabow and Westermann pick an arbitrary forest for insertion. They use the fact that it has at most \(2|E| / k-1\) edges due to their preprocessing, but it easier to argue with the forest of minimum cardinality \({ }^{1}\) :
In a partition of \(k+1\) forests, there is at least one forest that has less than \(|E| / k\) edges. This proves the total insertion runtime because each insertion takes linear time. Thus, for some \(c>0\), the following recurrence for runtime \(T\) holds:
\[
\begin{aligned}
& T(|E|, k) \leq T\left(\left|E_{1}\right|,\lfloor k / 2\rfloor\right)+T\left(\left|E_{2}\right|,\lceil k / 2\rceil\right)+c|E|^{2} / k, \\
& T(|E|, 1) \leq c|V| .
\end{aligned}
\]

\footnotetext{
1 This is done in [Wes88] for Convert, but not Divide.
}
```

Algorithm 9.1: Divide-and-conquer conversion from $k$ pseudo-
forests to $k+1$ forests by Gabow and Westermann.
Input: A pseudoforest partition $E=P_{1} \dot{\cup} \cdots \dot{\cup} P_{k}$ of a simple
graph $G=(V, E)$.
Output: A forest partition $E=F_{1} \dot{\cup} \cdots \dot{\cup} F_{l}$ with $l=k$ if
possible and $l=k+1$ otherwise.
function Convert ( $P_{1}, \ldots, P_{k}$ ):
$\left(F_{1}, \ldots, F_{k+1}\right) \leftarrow \operatorname{Divide}\left(P_{1}, \ldots, P_{k}\right)$
W.1.o.g. let $F_{k+1}$ be the forest of smallest cardinality
foreach $e \in F_{k+1}$ do
if $e$ can be inserted into $\left(F_{1}, \ldots, F_{k}\right)$ using cyclic scanning
then
insert $e$ into $\left(F_{1}, \ldots, F_{k}\right)$
$F_{k+1} \leftarrow F_{k+1} \backslash\{e\}$
if $F_{k+1}=\varnothing$ then
return $\left(F_{1}, \ldots, F_{k}\right)$
else
return $\left(F_{1}, \ldots, F_{k+1}\right)$
function Divide $\left(P_{1}, \ldots, P_{k}\right)$ :
if $k=1$ then
if $P_{1}$ is a forest then
return $\left(P_{1}, \varnothing\right)$
else
$M \leftarrow$ select one edge on every cycle in $P_{1}$
return $\left(P_{1} \backslash M, M\right)$
$\left(F_{1}, \ldots, F_{\lfloor k / 2\rfloor+1}\right) \leftarrow \operatorname{Divide}\left(P_{1}, \ldots, P_{\lfloor k / 2\rfloor}\right)$
$/ /\left|E_{1}\right|=\left|F_{1} \cup \dot{\cup} \dot{\cup} F_{[k / 2\rfloor+1}\right|$
$\left(F_{\lfloor k / 2\rfloor+2}, \ldots, F_{k+2}\right) \leftarrow \operatorname{Divide}\left(P_{\lfloor k / 2\rfloor+1}, \ldots, P_{k}\right)$
$/ /\left|E_{2}\right|=\left|F_{[k / 2\rfloor+2} \dot{\cup} \cdots \dot{U} F_{k+2}\right|$
W.1.o.g. let $F_{k+2}$ be the forest of smallest cardinality
foreach $e \in F_{k+2}$ do
insert $e$ into ( $F_{1}, \ldots, F_{k+1}$ ) using cyclic scanning // this
insertion is always feasible
return $\left(F_{1}, \ldots, F_{k+1}\right)$

```

Without giving a proof, Gabow and Westermann claim that its runtime \(T(|E|, k)\) is in \(\mathcal{O}\left(|E|^{2} / k \log k\right)\). If we try to prove this by induction with the ansatz
\[
T(|E|, k) \leq c^{\prime}|E|^{2} / k \log k
\]
for some \(c^{\prime}>0\), we see that we obtain \(2 c^{\prime}\left|E_{i}\right|^{2} / k \log (k / 2)\) from each recursive call \(T\left(\left|E_{i}\right|, k / 2\right)\) by the induction hypothesis, as \(1 /(k / 2)=\) \(2 / k\). While \(c^{\prime}\) can be made arbitrarily large, it has to be a constant that is valid on all levels of the recursion. Hence, we think that the proof the authors had in mind is incorrect. This may be due to the fact that they wrote \(n^{\prime}=\min (n, 2 m / k)\) and thus hid the \(k\) from view, and also did not introduce a constant \(c\) for the non-recursive term in the recurrence relation. Fortunately, the runtimes stated in [GW92, Table 1] are unaffected.

The analysis of \(\mathcal{O}\left(|V|^{2} k \log k\right)\) in [Wes88; GW92] is correct: We obtain \(c^{\prime}|V|^{2} k / 2 \log (k / 2)\) from each call \(T\left(\left|E_{i}\right|, k / 2\right)\) by the induction hypothesis. However, it is unclear why this estimate was used at all: As \(k \geq|E| /|V|\), the runtime \(\mathcal{O}(|V||E| \log k)\) that is immediate from Westermann's thesis [Wes88, Equation (1) on page 46] is better and in turn, the alleged runtime \(\mathcal{O}\left(|E|^{2} / k \log k\right)\) would have been even better. Let us finish the discussion by stating the recurrence for \(\mathcal{O}(|V||E| \log k)\) :
\[
\begin{aligned}
& T(|E|, k) \leq T\left(\left|E_{1}\right|,\lfloor k / 2\rfloor\right)+T\left(\left|E_{2}\right|,\lceil k / 2\rceil\right)+c|V||E|, \\
& T(|E|, 1) \leq c|V| .
\end{aligned}
\]

The fact that every forest has less than \(|V|\) edges simplifies the discussion, and the runtime analysis by induction is straightforward. We note that instead of inserting the edges one-by-one, one could try using the batch routine of [Wes88; GW92].

Theorem 9.1.1 (Implicit in [Wes88; GW92]). A pseudoforest \(k\)-partition can be converted into a forest \((k+1)\)-partition, and a forest \(k\)-partition if possible, in \(\mathcal{O}(|V||E| \log k)\) time.

When we apply this conversion after Kowalik's approximation scheme for a constant \(\epsilon\), the conversion clearly dominates the runtime. Therefore, Kowalik [Kowo6] asked whether a fast conversion of \(k\) pseudoforestst into \(c k\) forests exists for some \(1<c<2\). We will answer this in the affirmative in the following section.

From the knowledge of the existence of a pseudoforest \(k\)-partition, one can solve the \(k\)-forests and \((k+1)\)-forests problem from scratch using the algorithms in [Wes88; GW92], which can be faster or slower than \(\mathcal{O}(|E||V| \log k)\) depending on \(|E| /|V|\) and \(k\). The best general runtime is achieved with Gabow's algorithm for arboricity (Theorem 8.3.3). We will develop a near-linear time algorithm for every \(k\) in Chapter 10.

\subsection*{9.2 LINEAR-TIME CONVERSIONS FOR SMALL \(k\)}

We will describe conversions from \(k\) pseudoforests to \(k+1\) forests for \(k \leq 3\) in this section.

Definition 9.2.1. Let \((V, P)\) be a pseudoforest. For every cycle \(C \subseteq P\), select one edge \(e_{C} \in C\) arbitrarily. The set
\[
M=\bigcup_{\substack{\mathrm{C} \subseteq P \\ C \text { cycle }}}\left\{e_{\mathrm{C}}\right\}
\]
is called a \(P\)-matching.
It is easy to verify that such an \(M\) is indeed a matching: Every vertex is in at most one cycle, and there is at most one cycle per connected component.

Lemma 9.2.2. A pseudoforest \((V, P)\) can be partitioned into a forest and a \(P\)-matching in linear time.

Proof. Determine all cycles in \((V, P)\) in linear time, for example with depth-first search. Arbitrarily select an edge on each cycle to obtain a \(P\)-matching \(M . P \backslash M\) is a forest.

The lemma implies that a pseudoforest \(k\)-partition can be converted into a forest \(2 k\)-partition in linear time. As the greedy algorithm is a constructive 2-approximation algorithm, this itself is not very useful.

We call an algorithm that turns a pseudoforest \(k\)-partition into a forest \(\lceil c k\rceil\)-partition for some \(c>1\) a \(c\)-conversion. We will exploit the matching property in the following subsection to obtain a linear-time 5/3-conversion.

\subsection*{9.2.1 A Linear-Time 5/3-Conversion}

We can employ a lemma by Duncan, Eppstein and Kobourov for a first result.

Lemma 9.2.3 ([DEKo4]). Let \(G\) be a simple graph with \(\Delta(G) \leq 3\). Then \(G\) can be partitioned into two linear forests in linear time.

Proposition 9.2.4. A pseudoforest partition \(\left(P_{1}, P_{2}, P_{3}\right)\) can be converted into a partition of five forests, two of which are linear forests, in linear time.

Proof. To convert ( \(P_{1}, P_{2}, P_{3}\) ) into five forests, first partition each \(P_{i}\) into a forest \(F_{i}\) and a \(P_{i}\)-matching \(M_{i}\) according to Lemma 9.2.2, which is possible in linear time.

Next, consider the graph on \(V\) with edge set \(M_{1} \cup M_{2} \cup M_{3}\). Clearly, it has maximum degree three. Thus it can be partitioned into two linear forests by Lemma 9.2.3 in linear time.

(a) A \(P_{A}\)-matching (dashed) in \(P_{A}\).

(c) The union \(L\) of the \(P_{A^{-}}\)and \(P_{B^{-}}\) matchings.

(b) A \(P_{B}\)-matching (dashed) in \(P_{B}\).


(d) \(L\) after an exchange of edges \(e, e^{\prime}\). It is a linear forest.

Figure 9.1: Converting two pseudoforests into two forests and a linear forest.

This implies that a partition of \(k\) pseudoforests can be converted into \(\lceil 5 k / 3\rceil\) forests in linear time. Better conversion algorithms will be developed in the following subsections, which use the fact that the matching edges are from different connected components in the pseudoforests.

\subsection*{9.2.2 A Linear-Time 3/2-Conversion}

We now develop a conversion procedure by choosing the edges on the cycles more carefully. The following lemma is trivial, but crucial to all algorithms to follow.

Lemma 9.2.5 ([Gal79]). Let \(G\) be a simple graph with \(\Delta(G) \leq 2\). Then every connected component of \(G\) is either a path or a cycle.

Theorem 9.2.6. There is a linear-time conversion of a pseudoforest partition \(\left(P_{A}, P_{B}\right)\) into a partition of two forests \(A, B\) and a linear forest \(L\) whose edges are from \(P_{A}\) and \(P_{B}\) alternatingly.

Proof. Convert \(P_{A}\) and \(P_{B}\) into forests \(A, B\) and a \(P_{A}\)-matching \(M_{A}\) and a \(P_{B}\)-matching \(M_{B}\) as in Lemma 9.2.2. Let \(L=M_{A} \cup M_{B}\). An example can be seen in Figure 9.1abc. Every vertex in \(L\) has a degree of at most two. By Lemma 9.2.5, \((V, L)\) can only consist of paths and (evenlength) cycles, their edges must be from \(M_{A}\) and \(M_{B}\) alternatingly. Determining all cycles is possible in linear time.

We now modify \(L\) by processing the cycles one after another in steps. Consider some cycle \(Z \subseteq L\), and pick an arbitrary edge \(e \in Z\) (Figure 9.1c). Without loss of generality, let this edge be from \(P_{A}\).


Figure 9.2: Inserting a \(P_{C}\)-matching (dashed edges) into the linear forest \(L\) obtained from Theorem 9.2.6 (isolated vertices not shown) could create many interlocked cycles.

Adding it to \(A\) would re-create the original cycle \(C_{e} \subseteq P_{A}\) with \(e \in C_{e}\). Let \(e^{\prime} \in C_{e}\) be adjacent to \(e\) in \(P_{A}\) (Figure 9.1a). Swap \(e\) and \(e^{\prime}\). The modified set \(A^{\prime}=(A \cup\{e\}) \backslash\left\{e^{\prime}\right\}\) is a forest, and the modified set \(L^{\prime}=\left(L \cup\left\{e^{\prime}\right\}\right) \backslash\{e\}\) is the union of a \(P_{A}\) - and a \(P_{B}\)-matching and thus still consists of paths and cycles by Lemma 9.2.5.

The edge \(e^{\prime} \neq e\) cannot link two vertices on \(Z \backslash\{e\}\) in \(L^{\prime}\) because this would imply a vertex of degree three and thus a contradiction. Therefore, the path \(Z \backslash\{e\}\) must have been joined at one of its endpoints to another component of \(L\) upon insertion of \(e^{\prime}\) (Figure 9.1d). Again, as vertices have degree at most two, and the other components were not affected by the replacement, the vertex \(e^{\prime}\) links to must have been the end of a path before the replacement. Thus the number of cycles in \(L^{\prime}\) is one less than in \(L\).

By breaking up cycles one by one and joining them to paths at their ends, we postprocess \(L\) to become a linear forest while maintaining the forest property for \(A\) and \(B\). The whole process takes linear time because we only determine cycles once in \(L\).

Note that exchanging an edge \(e\) for a non-adjacent edge \(e^{\prime}\) on the original cycle could link two end vertices of the same path in \(L\) and thereby create a new cycle. An example is the squiggly edge in Figure 9.1a.

Theorem 9.2.6 implies a conversion into \(\lceil 3 k / 2\rceil\) forests in linear time. In the next subsection, we will exploit properties of \(L\) to improve the conversion ratio further.

\subsection*{9.2.3 A Linear-Time 4/3-Conversion}

In this section, we will show how a pseudoforest 3-partition can be converted into a forest 4-partition in linear time. A first observation is that the linear forest \(L\) constructed in Theorem 9.2.6 is size-bounded: A pseudoforest can have at most \(|V| / 3\) cycles because the smallest unicyclic component is a 'triangle', i.e., the complete graph \(K_{3}\). Therefore, the linear forest \(L\) has at most \(2|V| / 3\) edges.

If we tried to combine matchings from three pseudoforests into a set \(S\), it would have \(|S| \leq|V|\). There are instances where exactly \(|V|\) edges are chosen, e.g., three pseudoforests on twelve vertices, each
consisting of four triangles. As a forest has at most \(|V|-1\) edges, the set \(S\) cannot be a forest then, regardless of which edges we choose on the cycles! In terms of size, a surplus of one edge is not necessarily a problem, as inserting a single edge into a forest partition is possible in linear time [GW92] (see also Section 9.1). However, \(S\) could have many interlocked cycles (see Figure 9.2 for an example). \({ }^{2}\)
The intuition behind our approach is as follows. For three pseudoforests \(P_{A}, P_{B}, P_{C}\), we try to insert a \(P_{C}\)-matching \(M\) into \(L\), which is obtained from \(P_{A}\) and \(P_{B}\) as in Theorem 9.2.6.
The key property we want to exploit is that the \(M_{A}\)-edges of \(L\) are from different connected components of \(P_{A}\), the same holds for \(M_{B}\)-edges with \(P_{B}\). Hence, if \(L\) is too full to insert an edge of \(M\), we can hope to insert it between two components of \(A\) or \(B\) : If for an edge \((u, v) \in M\), there are two edges incident to \(u\) and at least one edge incident to \(v\) in \(L\), then ( \(u, v\) ) links two connected components in \(A\) or \(B\), or both, depending on which pseudoforest(s) the incident edges come from. Hence inserting ( \(u, v\) ) cannot create a cycle.
It is, however, possible that connected components in \(A\) or \(B\) become linked in a cycle by several such \(M\)-edges. This will be resolved by moving a certain edge of \(L\) to \(C\), which allows inserting one carefully chosen \(M\)-edge that created the cycle in \(A\) or \(B\) into \(L\).
As an isolated vertex \(u\) can be linked to a tree without creating a cycle, an \(M\)-edge with such an endpoint \(u\) can always be inserted into L.

The remaining case is where an \(M\)-edge links two vertices in \(L\) of degree one, i.e., end vertices of paths. The subcase where the adjacent L-edges are from different pseudoforests is problematic, because then the \(M\)-edge does not necessarily link different connected components in \(A\) or \(B\). In the following lemma, however, we will take care of all \(M\)-edges linking end vertices of paths.

Lemma 9.2.7. Given a pseudoforest partition ( \(P_{A}, P_{B}, P_{C}\) ), let \(A, B, L\) be as in Theorem 9.2.6. Then a \(P_{C}\)-matching \(M\) can be computed in linear time such that \(\left(V, L \cup M_{1}\right)\) is a linear forest for
\[
M_{1}=\left\{(u, v) \in M \mid \operatorname{deg}_{L}(u)=1=\operatorname{deg}_{L}(v)\right\}
\]

Proof. Choose an arbitrary \(P_{\mathrm{C}}\)-matching \(M\) in linear time. Consider the set \(M_{1}\) as defined in the theorem. As the degrees in \(L \cup M_{1}\) are bounded by two, its connected components are paths and cycles by Lemma 9.2.5. A cycle can only arise if \(M_{1}\)-edges link paths in a cycle at their end vertices (possibly a single path). An example can be seen in Figure 9.3a on the facing page.
With respect to \(M_{1}\), the paths of \(L\) behave essentially like the vertices of \(L\) in Theorem 9.2.6. We modify the choice \(M\). It is possible to detect

2 We note that we tried to utilize proven cases of the Strong Nine Dragon Tree Conjecture (see Subsection 9.2.4) for \(d^{*}<4 / 3\) [Mon+12] and \(d^{*}<3 / 2\) [Kim+13], to no avail.


(a) The linear forest \(L\) with \(M_{1}\)-edges (dashed) and edges of \(M \backslash M_{1}\) (dash-dotted).

(b) The pseudoforest \(P_{C}\). Adjacent edges selected for an exchange are indicated in bold.



(c) \(L\) after the exchanges. It remains a linear forest after adding \(M_{1}^{\prime}\) edges (dashed).

Figure 9.3: Dealing with \(M_{1}\)-edges in the proof of Lemma 9.2.7.
cycles in \(L \cup M_{1}\) in linear time. For each such cycle \(Z\), pick one edge \((u, v) \in M_{1} \cap Z\). This edge is from a cycle in \(P_{C}\). Exchange it with an adjacent edge on the original cycle in \(P_{C}\), say \((v, w)\) (Figure 9.3bc). This modified set \(M^{\prime}\) is also a \(P_{C}\)-matching. Define \(M_{1}^{\prime}\) analogously to \(M_{1}\). We now argue that \(L \cup M_{1}^{\prime}\) is acyclic and hence a linear forest.

If one or several paths of \(L\) have been joined to form a cycle \(Z\) in \(L \cup M_{1}\), then one of these paths has one end vertex \(u\) that is not incident to any edge of \(M_{1}^{\prime}\). Hence, the cycle has been broken into a path of linked-together paths, which is attached at end vertex \(v\) to a vertex \(w\) of some path, while end vertex \(u\) now has no incident \(M\)-edge. If \(w\) is an end vertex of a path, this path was not part of a cycle, in particular \(Z\). Hence, the paths of \(Z\) are linked end-to-end to a sequence of paths, i.e., no new cycle is introduced. If \(w\) is an internal vertex of a path ( \(w_{1}\) in Figure 9.3bc), then ( \(\left.u, w\right) \notin M_{1}^{\prime}\), hence it cannot be part of a cycle in \(L \cup M_{1}^{\prime}\). (We will shortly see how to deal with such edges.)

Equipped with Lemma 9.2.7, we can now attack the \(M\)-edges that link connected components in \(A\) and \(B\).

Theorem 9.2.8. A pseudoforest partition ( \(P_{A}, P_{B}, P_{C}\) ) can be converted into a partition of four forests, one of which has maximum degree at most three, in linear time.


Figure 9.4: Dealing with \(M_{2}\)-edges in the proof of Theorem 9.2.8.

Proof. Turn \(\left(P_{A}, P_{B}\right)\) into two forests \(A, B\) and a linear forest \(L\) according to Theorem 9.2.6. Apply Lemma 9.2.7 to obtain the special \(P_{C}\)-matching \(M\). Define \(C:=P_{C} \backslash M\) and
\[
\begin{aligned}
& M_{0}:=\left\{(u, v) \in M \mid \operatorname{deg}_{L}(u)=0\right\}, \\
& M_{1}:=\left\{(u, v) \in M \mid \operatorname{deg}_{L}(u)=1=\operatorname{deg}_{L}(v)\right\}, \\
& M_{2}:=\left\{(u, v) \in M \mid \operatorname{deg}_{L}(u)=2, \operatorname{deg}_{L}(v) \geq 1\right\} .
\end{aligned}
\]

We have \(M=M_{0} \cup M_{1} \cup \dot{\cup} M_{2}\). We know that \(L \cup M_{1}\) is a linear forest.
Consider the set \(M_{2}\) (see Figure 9.4a for a running example). As three or four \(L\)-edges are adjacent to each \((u, v) \in M_{2}\), at least two of them must be from the same pseudoforest. We can hence partition \(M_{2}\) into
\[
M_{2}=M_{2}^{A} \dot{\cup} M_{2}^{B}
\]
such that for every \((u, v) \in M_{2}^{A}\), there exist \((t, u),(v, w) \in L \cap P_{A}\), and likewise for \(M_{2}^{B}\). (The partition need not be unique.) The following discussion is analogous for \(P_{B}, B\) and \(M_{2}^{B}\).
Every \((u, v) \in M_{2}^{A}\) links two different cyclic connected components in \(P_{A}\) and hence two different components in \(A\) (Figure 9.4b). Linking occurs only at the endpoints of edges \(e \in P_{A} \backslash A=P_{A} \cap L\) (indicated in bold in Figure 9.4b).
Therefore, components of \(A\) behave like vertices that have at most two incident \(M_{2}^{A}\)-edges. In this contracted view, there are only paths and cycles according to Lemma 9.2.5. Inside the components, cycles of \(A \cup M_{2}^{A}\) go through exactly the edges of \(A\) that were part of a cycle in \(P_{A}\). It is possible to determine all cycles of \(A \cup M_{2}^{A}\) in linear time. For every such cycle \(Z\), consider one arbitrary edge \(e_{Z} \in P_{A} \cap L\) that
'shortcuts the cycle', i.e., it is an edge chosen from \(P_{A}\) for \(L\) that is adjacent to two \(M_{2}^{A}\) edges (the squiggly line in Figure 9.4b). This implies that \(e_{Z}\) links two cyclic connected components in \(P_{C}\), and hence two components in \(C\) (Figure 9.4c). Let \(Y_{A}\) denote the set of all such edges \(e_{Z}\left(Y_{B}\right.\) is analogously defined). The goal is to remove all edges \(Y_{A}\) from \(L\) to make room for one \(M_{2}^{A}\)-edge \(m_{Z}\) on each cycle \(Z\) in \(A \cup M_{2}^{A}\) (Figure 9.4d). By removing one such edge per cycle of \(A \cup M_{2}^{A}\), its forest property is restored. Let \(X_{A}\) and \(X_{B}\) denote the sets of the \(m_{Z}\) for \(A\) and \(B\), respectively. We will later carefully choose the \(X\) - and \(Y\)-sets such that \(\left(L \cup M_{1} \cup X_{A} \cup X_{B}\right) \backslash\left(Y_{A} \cup Y_{B}\right)\) is acyclic.

Add \(Y_{A} \cup Y_{B}\) to \(C\) and, only for the sake of argument, also to \(P_{C}\). Thereby, cyclic connected components of \(P_{C}\) are linked via \(Y_{A}\)-edges and \(Y_{B}\)-edges, and these must be incident to the endpoints of the \(M_{2}^{A}\)-edges.
Claim 9.2.9. A \(P_{C}\)-component is linked via at most one \(Y_{A}\)-edge in \(P_{C} \cup\) \(Y_{A} \cup Y_{B}\). Moreover, if it is linked via a \(Y_{A}\)-edge, then it is not linked via a \(Y_{B}\)-edge. The claim holds analogously with the roles of \(Y_{A}\) and \(Y_{B}\) reversed.

Proof of Claim 9.2.9. If a component in \(P_{C}\) became linked by two different edges of \(Y_{A}\), then these two edges would share an adjacent \(M_{2}^{A-}\) edge. Hence, they would shortcut the same cycle in \(P_{A} \cup M_{2}^{A}\). This is a contradiction to the selection of exactly one edge \(e_{Z}\) on such a cycle. The 'moreover'-part of the claim follows from \(M_{2}^{A} \cap M_{2}^{B}=\varnothing\).

This implies that every component of \(C\) is isolated or linked to a single other component in \(C \cup Y_{A} \cup Y_{B}\). As the components are trees, the set \(C \cup Y_{A} \cup Y_{B}\) is acyclic for any specific choice of \(Y_{A}\) and \(Y_{B}\).

We now choose which edges \(X_{A} \subseteq M_{2}^{A}\) are inserted into \(L \cup M_{1}\), and which edges \(Y_{A} \subseteq A\) are removed from \(L\).

For every cycle \(Z\) of \(A \cup M_{2}^{A}\), consider the endpoints of the \(M_{2}^{A}-\) edges. If we remove an edge \(e_{Z} \in P_{A} \cap L\) from \(L \cup M_{1}\), the path disconnects into two paths (trees). If \(e_{Z}\) has an endpoint \(u_{Z}\) whose degree in \(L\) is one, the \(M_{2}^{A}\)-edge incident to \(u_{Z}\) can be inserted into \(\left(L \backslash\left\{e_{Z}\right\}\right) \cup M_{1}\). If both endpoints have degree two in \(L\), it is possible that adding either of the two incident \(M_{2}^{A}\)-edges on \(Z\) to \(L \cup M_{1}\) creates a cycle. We would need to choose an \(M_{2}^{A}\)-edge on \(Z\) that 'bridges the gap', i.e., that connects the two different trees.

We describe a simple general way of choosing an edge \(e_{Z}\) together with an adjacent \(M_{2}^{A}\)-edge that also allows for a simple analysis of acyclicity: Number the vertices from 1 to \(n\) such that every path of \(L \cup M_{1}\) consists of a contiguous segment of the sequence ( \(1, \ldots, n\) ). In other words, the paths are arranged in a sequence from left to right. This is possible in linear time. We view edges \((u, v)\) ordered as \(u<v\).

Among the edges \((u, v) \in P_{A} \cap L\) that shortcut a cycle \(Z\) in \(P_{A} \cup M_{2}^{A}\), choose 'the rightmost' as \(e_{Z}\), i.e., the one that maximizes \(v\). One of the two adjacent \(M_{2}^{A}\)-edges is \(m_{Z}=(t, v)\) with \(t<u\), which we add to \(\left(L \backslash\left\{e_{Z}\right\} \cup M_{1}\right)\) (these are the choices in Figure 9.4 when the path is
ordered from left to right). These edges can be determined in linear time in total by scanning each \(Z\) once for the rightmost shortcut edge, and selecting the appropriate adjacent \(M_{2}^{A}\)-edge. We now prove that performing all these deletions and insertions does not create a cycle.
Claim 9.2.10. For the above specific choices of \(X_{A}, Y_{A}, X_{B}\) and \(Y_{B},(L \cup\) \(\left.M_{1} \cup X_{A} \cup X_{B}\right) \backslash\left(Y_{A} \cup Y_{B}\right)\) is a forest.

Proof of Claim 9.2.10. We order the edges \(e_{Z}=(u, v)\) in \(Y_{A} \cup Y_{B}\) by their right endpoint \(v\), and imagine the process of deleting them from \(L \cup M_{1}\) and adding their adjacent edge \(m_{Z}=(t, v) \in X_{A} \cup X_{B}\) in order of decreasing \(v\) ('from right to left').
We prove by induction on \(i \geq 0\) that after the \(i\)-th deletion of \(e_{Z}=(u, v)\) and insertion of \(m_{Z}=(t, v)\), the graph is a forest. For every \(i\), let \(M_{2}^{i} \subseteq M_{2}\) denote the edges of \(X_{A} \cup X_{B}\) inserted in iterations \(1, \ldots, i\), and let \(L^{i}\) denote \(L\) without the edges of \(Y_{A} \cup Y_{B}\) removed in these iterations. Before the first insertion and deletion, \(L \cup M_{1}\) is a linear forest \((i=0)\).
Let the induction hypothesis hold for some \(i \geq 0\). After deleting the \((i+1)\)-th edge \(e_{Z}=(u, v)\), the tree of \(L^{i} \cup M_{1} \cup M_{2}^{i}\) that \(e_{Z}\) was a part of becomes disconnected into two different trees, one of which contains \(u\) and the other \(v\). The edge \(m_{Z}=(t, v)\) has \(t<u\). We have to show that inserting \(m_{Z}\) would not create a cycle. This could only happen if \(t\) were in the same tree as \(v\). Assume this were the case. Then there is a unique path \(P \subseteq\left(L^{i} \backslash\left\{e_{Z}\right\}\right) \cup M_{1} \cup M_{2}^{i}\) from \(v\) to \(t\). Note that the first edge must be from \(L\), and no two consecutive edges of this path can be from \(M_{1} \cup M_{2}^{i}\) because it is a matching. (In particular, \(v\) cannot be isolated now.) Recall that we ordered the paths including the \(M_{1}\)-edges. As we deleted \((u, v), P\) must pass through at least one edge \(e=(x, y) \in M_{2}^{i}\) with \(v<y\). Follow the path from \(v\) to \(t\) until the \(e\) with maximum \(y\) is visited. By construction, its left incident edge \((y-1, y)\) that was from \(L\) originally was deleted. Hence, there must be an \(\left(x^{\prime}, y^{\prime}\right) \in M_{2}^{i}\) on \(P\) with \(v<y<y^{\prime}\) in order to reach \(t<v\). This is a contradiction to \(y\) being maximum.

Note that \(\left(L \cup M_{1} \cup X_{A} \cup X_{B}\right) \backslash\left(Y_{A} \cup Y_{B}\right)\) may have vertices of degree three.
Lastly, we consider the set \(M_{0}\). Clearly, an isolated vertex \(u\) can be linked to a tree of \(\left(L \cup M_{1} \cup X_{A} \cup X_{B}\right) \backslash\left(Y_{A} \cup Y_{B}\right)\) via \((u, v) \in M_{0}\) without creating a cycle. (This may also cause vertices of degree three.) As \(M=M_{0} \cup M_{1} \cup M_{2}\), this concludes the proof.

Theorem 9.2.11. Let \(G\) be a simple graph. A partition of \(G\) into \(k\) pseudoforests can be converted into a partition of \(\lceil 4 k / 3\rceil\) forests in linear time.

Proof. Divide the pseudoforests into \(\lfloor k / 3\rfloor\) triplets and convert each triplet into four forests as in Theorem 9.2.8. If \(k\) is divisible by three, the claim follows. If \(k \equiv 1 \bmod 3\), we convert the remaining pseudoforest
into two forests. If \(k \equiv 2 \bmod 3\), we convert the two pseudoforests into three forests according to Theorem 9.2.6. The claim follows.

We can now give a near-linear time algorithm with an approximation factor of \((4 / 3+\epsilon)\) with a small additive constant due to rounding.
Theorem 9.2.12. For every fixed \(\epsilon>0\), a simple graph \(G=(V, E)\) can be partitioned into at most
\[
\left\lceil 4 / 3 \cdot\left\lceil(1+\epsilon) d^{*}(G)\right\rceil\right\rceil
\]
forests in \(\mathcal{O}(|E| \log |V|)\) time.
Proof. Use Theorem 7.3.1 to obtain the approximate pseudoforest partition for \(\epsilon>0\). Then apply Theorem 9.2.11.

It seems difficult to obtain a linear-time conversion from four pseudoforests to five forests because we lost linearity of the forest in the proof of Theorem 9.2.8 and moved edges between \(A, B\) and \(C\). As a follow-up to our result, Fischer \({ }^{3}\) suggested that the approach can be generalized to \(k\) forests with a runtime of \(\mathcal{O}\left(|E| k^{2} \alpha(|V|)\right)\) (see Section 2.3 for the definition of \(\alpha\), which can be regarded as constant for all practical purposes). This claim would imply a constructive approximation scheme for the arboricity.

In a combined effort, we elaborated on Fischer's roadmap. This indeed lead to a constructive approximation scheme for the arboricity, which will be the subject of the next chapter. In fact, the runtime of the conversion is better than what was hoped for.

\subsection*{9.2.4 The Nine Dragon Tree Theorem}

We note the following pattern in the results of the previous sections: One of the constructed forests, say \(F_{k+1}\), has \(\Delta\left(F_{k+1}\right) \leq 1\) in the conversion from one pseudoforest, \(\Delta\left(F_{k+1}\right) \leq 2\) from two pseudoforests, and \(\Delta\left(F_{k+1}\right) \leq 3\) from three pseudoforests. Our (slightly slower) algorithm in the next chapter for any \(k \in \mathbb{N}_{0}\) even outputs a forest \((k+1)\)-partition where the sizes of the connected components in \(F_{k+1}\) are at most \(k\). These observations may be related to a known result in graph theory.

Imagine a graph \(G\) has \(\gamma(G)=5.9\) and some other graph \(H\) (e.g., a proper subgraph of \(G\) ) has \(\gamma(H)=5.1\), then \(\Gamma(G)=6=\Gamma(H)\). Intuitively speaking, one may wonder if it is possible to identify one forest in the partitions with the fractional part of \(\gamma\) : The forest number \(F_{\Gamma}\) in the partition of \(H\) could be more 'restricted' than in the partition of G. Montassier et al. [Mon+12] conjectured the following 'Nine Dragon Tree Conjecture', of which they, Kim et al. [Kim+13] and Chen et al. [Che+17] proved special cases. The full conjecture was proved only recently by Jiang and Yang.

\footnotetext{
3 Frank Fischer, personal communication, November 2018.
}


Figure 9.5: A graph with \(d^{*}>1\) and \(\gamma \leq 1+\frac{1}{3}\).

Theorem 9.2.13 (Nine Dragon Tree Theorem, [JYi7]). Let G be a simple graph. Let \(k, d \in \mathbb{N}\). If
\[
\gamma(G) \leq k+\frac{d}{k+d+1},
\]
then \(G\) can be partitioned into \(k+1\) forests, one of which has maximum degree d.

The resemblance to the degree bound of our construction is striking for \(d=k\). Our algorithm constructs \(p+1=\left\lceil d^{*}\right\rceil+1\) forests from a pseudoforest \(p\)-partition (unless all pseudoforests are forests), so \(\Gamma=p+1\) would be a necessary condition to prove the theorem for \(d=k\) via our construction. One might think from Lemma 8.2.9 and Corollary 8.2.10 that if \(k \leq \gamma \leq k+\frac{k}{2 k+1}\), i.e., the fractional part is small, then \(d^{*} \leq k\) and thus \(p=\left\lceil d^{*}\right\rceil \leq k\) as desired.
Unfortunately, there are graphs where \(\gamma \leq k+\frac{k}{2 k+1}\), yet \(\Gamma=p\). As an example, consider the graph in Figure 9.5. While it has \(d^{*}=9 / 8\), and hence \(p=2\), it has \(\gamma=4 / 3 \leq 1+\frac{1}{1+1+1}\), and hence \(\Gamma=2\). Of course, it could be the case that such counterexamples only exist for certain \(\gamma\), or that our algorithm can be improved.
Fan et al. prove the following analog to the Nine Dragon Tree Theorem for the maximum density.
Theorem 9.2.14 ([Fan+15]). Let \(G\) be a simple graph. Let \(k, d \in \mathbb{N}\). If
\[
d^{*}(G) \leq k+\frac{d}{k+d+1},
\]
then \(G\) can be partitioned into \(k+1\) pseudoforests, one of which has maximum degree \(d\).

Montassier et al. [Mon+12] give a stronger variant of the Nine Dragon Tree conjecture.

Conjecture 9.2.15 (Strong Nine Dragon Tree Conjecture). Let \(G\) be a simple graph. Let \(k, d \in \mathbb{N}\). If
\[
\gamma(G) \leq k+\frac{d}{k+d+1},
\]
then \(G\) can be decomposed into \(k+1\) forests, one of which has at most \(d\) edges in every connected component.

This reduces to the Nine Dragon Tree Theorem for \(k=d=1\). The special case \(k=1, d=2\) is proved by Kim et al. [Kim+13].

\subsection*{9.2.5 An Application to Planar Graphs}

Schnyder [Sch90] and Chrobak and Eppstein [CE91] show that a planar graph can be partitioned into three forests \({ }^{4}\) in \(\mathcal{O}(|V|)\) time from an embedding of the graph into the plane (which can also be computed in linear time, see [HT74]). The algorithm of Grossi and Lodi [GL98] finds, also using an embedding, a partition into three forests in time \(\mathcal{O}(|V| \log |V|)\), and four forests in \(\mathcal{O}(|V|)\). By using the second 3orientation algorithm of [CE91] and converting it to a pseudoforest 3-partition (see Theorem 8.2.4), we can obtain four forests in linear time by applying Theorem 9.2.11 without computing an embedding first. Note that there are planar graphs with pseudoarboricity three. Chrobak and Eppstein [CE91] also note that an acyclic 5-orientation can be computed in linear time, which is in fact achieved by the greedy algorithm (Section 7.1) because every planar graph has a vertex of degree at most five.

\subsection*{9.2.6 Partitioning a Planar Graph into Three Forests}

In this subsection, we will review the linear-time algorithm of Chrobak and Eppstein [CE91] for partitioning a planar graph into three forests. The algorithm was stated as a 3-orientation algorithm, its forest partitioning capability was only given as a remark. We now give a full proof adapted to forests.

The vertices that lie on the outer face of the graph are called external vertices. We denote the membership to the three forests by colors red, blue and black.

Theorem 9.2.16 ([Sch90; CE91]). Let \(G=(V, E)\) be a planar graph. Then \(G\) can be partitioned into three forests in linear time.

Proof. Without loss of generality, we assume \(G\) is connected. Find an embedding of the graph into the plane in linear time [HT74]. We will prove the following claim by induction on the number of vertices, which yields the theorem.

Claim. The edges of G can be partitioned into the red, blue, and black forests such that no two external vertices are in the same tree in the black forest.

The claim obviously holds for a single vertex. Now let \(|V| \geq 2\). There is at least one external vertex that has at most two external neighbors. Let \(u\) be such an external vertex. By the induction hypothesis, \(G^{\prime}=G[V \backslash\{u\}]\) has a coloring such that no two external vertices are in the same tree in the black forest.

\footnotetext{
4 That a planar graph has arboricity at most three can be proved from Euler's formula [CN85; Wes88]. Gonçalves proves that one of the forests can be restricted to maximum degree four [Gono9], and hence a partition into two forests and two linear forests is possible.
}

Let \(v\) and (if present) \(w\) denote the external neighbors of \(u\) in \(G\). Color the edge \(u v\) red and \(u w\) blue. This amounts to linking the vertex \(u\) to a single tree in the red and (possibly) blue forests, hence they remain forests. Consider the external vertices \(v_{1}, \ldots, v_{k}(k \geq 0)\) of \(G^{\prime}\) that are not external in \(G\) and connected to \(u\) in \(G\) via edges \(\left(u, v_{1}\right), \ldots,\left(u, v_{k}\right)\). Color these edges black. As the \(v_{1}, \ldots, v_{k}\) were in different trees of the black forest, these are joined to a single larger tree via \(u\).
As \(v\) and \(w\) were not in the same tree of the black forest, this is still the case, and they are also not in the black tree \(u\) is contained in now. Any external vertex \(t \notin\{v, w\}\) of \(G^{\prime}\) that is also external in \(G\) has not been touched and hence the claim holds for \(G\).
The proof is easily converted into a recursive algorithm. Its runtime analysis is identical to the first 3-orientation algorithm of [CE91].

An example can be seen in Figure 1.3b on page 3, where the algorithm derived from above proof starts at the top vertex and proceeds counterclockwise.
We note that if the graph can be partitioned into two forests, the algorithm may return three forests. This is the case for the complete graph \(K_{4}\). It is an interesting open question how a partition into two forests can be determined in linear time, if possible. The 3-partitioning algorithm of Grossi and Lodi [GL98] also does not seem to achieve this. \({ }^{5}\)

\footnotetext{
5 Roberto Grossi, personal communication, December 2018.
}

\section*{A CONSTRUCTIVE ARBORICITY APPROXIMATION SCHEME}

In this chapter, we will devise a constructive approximation scheme for the arboricity problem.

Theorem 10.0.1. For every \(\epsilon>0\), a simple graph can be partitioned into at most \(\left\lceil(1+\epsilon) \cdot\left\lceil(1+\epsilon) d^{*}\right\rceil\right\rceil\) forests in \(\mathcal{O}\left(|E| \log |V| \log \Gamma \epsilon^{-1}\right)\) time. Furthermore, if \(\epsilon\) is fixed, the runtime can be bounded as \(\mathcal{O}(|E| \log |V|)\).

The proof uses generalizations of the ideas from the previous chapter for a fast conversion of \(k\) pseudoforests into \(k+1\) forests: Lemmata 10.1.1, 10.1. 2 and 10.2.1, which are due to Fischer. \({ }^{1}\) Our conversion also implies a near-exact arboricity algorithm whose runtime scales with \(\Gamma\).

Theorem 10.0.2. A simple graph can be partitioned into at most \(\Gamma+2\) forests in \(\mathcal{O}\left(|E| \log |V| \Gamma \log ^{*} \Gamma\right)\) time.

\subsection*{10.1 THE SURPLUS GRAPH}

Throughout the remainder of the chapter, we maintain the edges \(E\) of the graph as a partition \(E=F \dot{\cup} M\), where \(F=F_{1} \dot{\cup} \cdots \dot{\cup} F_{k}\) for forests \(F_{1}, \ldots, F_{k}\) and \(M=M_{1} \cup \dot{\cup} \cdots M_{k}\) such that \(F_{i} \cup M_{i}=P_{i}\) is a pseudoforest and \(M_{i}\) is a \(P_{i}\)-matching for \(i=1, \ldots, k\). We call \((F, M)\) a valid partition of the graph and \(H=(V, M)\) its surplus graph. Initially, a valid partition is obtained by applying Lemma 9.2.2 to each \(P_{i}\) of a given pseudoforest \(k\)-partition. Edges in both \(F_{i}\) and \(M_{i}\) are considered to have color \(i\). Note that any two adjacent edges of \(H\) must have different colors. By turning \(H\) into a forest, i.e., \(F_{k+1}\), we will give a constructive proof of Theorem 8.2.6.

We will use a swap operation in order to move edges from \(H\) to the forests \(F_{1}, \ldots, F_{k}\), it is described in the following lemma and illustrated in Figure 10.1 on the following page.

Lemma 10.1.1. Let \((F, M)\) be a valid partition of a simple graph \(G\), and let \(H=(V, M)\) be its surplus graph. Let \((u, v) \in M\) with color \(i\) and \((v, w) \in M\) with color \(j \neq i\). Then one of the following applies.
1. We may swap the colors of \((u, v)\) and \((v, w)\) in \(H\), i.e., modify
\[
\begin{aligned}
& M_{i} \leftarrow M_{i} \backslash\{(u, v)\} \cup\{(v, w)\}, \\
& M_{j} \leftarrow M_{j} \backslash\{(v, w)\} \cup\{(u, v)\},
\end{aligned}
\]
such that \((F, M)\) is still valid.

\footnotetext{
1 Frank Fischer, personal communication, December 2018.
}

(a)

(b)

Figure 10.1: (a) Situation 1. of Lemma 10.1.1. The colors \(i\) (red, thick) and \(j\) (blue, thin) of the edges ( \(u, v\) ) and \((v, w)\) are swapped. Dotted edges represent the forests \(F_{i}\) and \(F_{j}\). (b) Situation 2. of Lemma 10.1.1. \(v\) and \(w\) are in different trees of forest \(F_{i}\) (red, thick, dotted), hence the edge ( \(v, w\) ) can be inserted into it after swapping colors.
2. We may assign color \(j\) to \((u, v)\) in \(H\) and insert \((v, w)\) into \(F_{i}\), i.e., modify
\[
\begin{aligned}
M_{j} & \leftarrow M_{j} \backslash\{(v, w)\} \cup\{(u, v)\}, \\
F_{i} & \leftarrow F_{i} \cup\{(v, w)\},
\end{aligned}
\]
such that \((F, M)\) is still valid.
3. Symmetrically to 2., we may assign color \(i\) to \((v, w)\) in \(H\) and insert \((u, v)\) into \(F_{j}\) such that \((F, M)\) is still valid.
4. We may insert \((v, w)\) into \(F_{i}\) and \((u, v)\) into \(F_{j}\) such that \((F, M)\) is still valid.

Furthermore, if there is an edge \((w, x) \in M\) of color \(i\), then 2. or 4. applies.
Proof. Since \((F, M)\) is valid, \(u\) and \(v\) are in the same tree in \(F_{i}\) and \(v\) and \(w\) are in the same tree in \(F_{j}\). Let us swap the colors of \((u, v)\) and \((v, w)\) in \(H\), i.e., modify \(M_{i}\) and \(M_{j}\) accordingly. We distinguish several cases:
1. If \(u\) and \(v\) are in the same tree of \(F_{j}\), and \(v\) and \(w\) are in the same tree of \(F_{i}\), then after swapping the colors of \((u, v)\) and \((v, w)\), \(M_{i}\) and \(M_{j}\) are still \(P_{i}\) - and \(P_{j}\)-matchings, respectively. This is illustrated in Figure 10.1а.
2. If \(v\) and \(w\) are in different trees in \(F_{i}\), then \(F_{i} \cup\{(v, w)\}\) is a forest. If \(u\) and \(v\) are in the same tree in \(F_{j}\), change the color of \((u, v)\) to \(j\), now no edge in \(M_{i}\) exists whose endpoints are both in the tree
of \(F_{i}\) that \(v\) is contained in. Since \((F, M)\) had been valid, there is at most one edge in \(M_{i}\) whose endpoints are both in the tree of \(F_{i}\) that \(w\) is contained in. Hence, after inserting \((v, w)\) into \(F_{i}\), there is still at most one such edge for the joined tree. This is illustrated in Figure 10.1b.
3. If \(v\) and \(w\) are in the same tree in \(F_{i}\), and \(u\) and \(v\) are in different trees in \(F_{j}\), we have a case that is symmetric to 2.
4. If \(v\) and \(w\) are in different trees in \(F_{i}\), and \(u\) and \(v\) are in different trees in \(F_{j}\), then we can insert \((v, w)\) into \(F_{i}\) and \((u, v)\) into \(F_{i}\). ( \(F, M\) ) is easily seen to be valid.

For the 'furthermore'-claim, we observe that if \((w, x) \in M_{i}\), then \(v\) and \(w\) must be in different trees of \(F_{i}\) because ( \(F, M\) ) is valid.

Lemma 10.1.2. Let a path in the surplus graph \(H\) be given by a sequence of distinct edges \(\left(e_{1}, \ldots, e_{l}\right)\) where \(e_{1}, e_{l} \in M_{i}\) for the same color \(i\). Then we can modify \((F, M)\) such that the cardinality of \(M\) decreases.

Proof. We can move the color \(i\) from \(e_{1}\) towards \(e_{l}\) in a sequence of swaps using Lemma 10.1.1, i.e., swap the colors of \(e_{t}\) and \(e_{t+1}\) for \(t=1, \ldots\) until one of the cases 2.-4. of Lemma 10.1.1 applies. This happens at the latest when \(e_{l-2}\) has color \(i\), because then we are in the 'furthermore'-part of Lemma 10.1.1. Thus we can move some edge on the path from \(M\) to \(F\).

A connected component of the surplus graph \(H\) is called colorful if every color appears at most once in it. A surplus graph is called colorful if all its connected components are colorful. Note that each component in a colorful surplus graph has at most \(k\) edges. We will exploit this for the runtime analyses in the following sections.

We can implement the swap operation with \(k\) union-find data structures that keep track of the vertex sets of the connected components of each \(F_{i}\). An edge \((u, v) \in H\) connects two different trees in \(F_{i}\) if and only if the sets \(S_{u}=\operatorname{find}(u)\) and \(S_{v}=\operatorname{find}(v)\) in the union-find structure of \(F_{i}\) are different. When \((u, v)\) is to be inserted into \(F_{i}\), we call union \(\left(S_{u}, S_{v}\right)\) in order to merge \(S_{u}\) and \(S_{v}\).

Since we will be performing \(\mathcal{O}(|E| k)\) find operations, but only \(\mathcal{O}(|E|)\) union operations, we will use the union-find data structure of \(\left[\mathrm{AHU}_{74}\right.\), Theorem 4.3]. In our scenario, this is better than the well-known union-find implementation where both find and union run in \(\mathcal{O}(\alpha(|V|))\) amortized time [Tar75] (this is optimal, see [Tar79; Ban8o] and [FS89]).

The data structure uses a list representation of the sets that grants constant worst-case time for each find operation. A union is performed by moving the elements of the shorter list to the longer, which implies that each such element is moved at most \(\log (|V|)\) times because the resulting list is at least twice as long as the shorter list. This implies
that up to \(|V|-1\) unions can be performed in time \(\mathcal{O}(|V| \log |V|)\) [AHU74]. However, if we perform \(u<|V|-1\) unions in a forest, then a bound of \(\mathcal{O}(u \log |V|)\) does not hold \({ }^{2}\), hence we need a modification.

Lemma 10.1.3. Given a forest partition \(F=\left(F_{1}, \ldots, F_{k}\right)\) of \(G=(V, E)\), it is possible to perform \(f\) find and \(u\) union operations in \(F\) within a runtime of \(\mathcal{O}(k|V|+|E|+f+u \log |V|)\).

Proof. Determine the connected components of each \(F_{i}\). Assign a unique label to each such component. We create \(k\) union-find data structures that represent the components of the \(F_{i}\) with these labels after contracting them, all this is possible in \(\mathcal{O}(k|V|+|E|)\). Let \(\left|V_{i}\right|\) denote the number of contracted components in \(F_{i}\). For \(v \in V\), we record the label of its connected component in each \(F_{i}\) in an array of size \(|V| \times k\) in order to be able to look up the labels in constant time when performing find and union operations. We will implicity assume this in the remainder of the chapter.

After performing \(u\) union operations, we can easily see that every component of size \(s \in \mathbb{N}\) in an \(F_{i}\) was created by \(s-1\) union operations. Let \(l\) denote the number of non-singleton components in all \(F_{1}, \ldots, F_{k}\). The sum of the sizes of all such components equals \(u+l \leq 2 u\). Since each element is moved at most \(\log \left(\left|V_{i}\right|\right) \leq \log (|V|)\) times, the total cost of these elements in union operations is bounded by \(\mathcal{O}(u \log |V|)\). Obviously, find operations still take constant time.

Lemma 10.1.4. A colorful surplus graph can be obtained within a runtime of \(\mathcal{O}(|E| k+|E| \log |V|)\).

Proof. Obtain an arbitrary surplus graph \(H\) in linear time, and apply Lemma 10.1.3. First we need to identify duplicate colors in the components of \(H\). The following simplified algorithm is due to Althaus. \({ }^{3}\) We identify a duplicate color in a connected component of \(H\) by performing a depth-first search in it: Record the colors encountered in the search in a Boolean array of size \(k\). If there is a duplicate color \(i\), we will encounter one such color and recognize it after at most \(k+1\) steps of the DFS (without backtracking steps). Otherwise, the search is unsuccessful and the component already is colorful. The number of unsuccessful searches is at most \(|V|\).

We can now apply Lemma 10.1.2 to a path of length at most \(k+\) 1 from the edge of color \(i\) encountered first to the edge of color \(i\) encountered second. We charge the costs of the \(\mathcal{O}(k)\) find and at most two union operations to some edge that was removed in the swap sequence and start the next search. We perform the searches in each connected component of \(H\) until all duplicate colors have

\footnotetext{
2 Note that we start with already given forests. If a forest has \(\Theta(\sqrt{ }|V|)\) components of size \(\Theta(\sqrt{|V|})\), then inserting \(\Theta(\sqrt{|V|})\) edges could incur costs of \(\Theta(|V| \log |V|)\). The trivial bound of \(\mathcal{O}(k|V| \log |V|)\) for all union operations can be improved to \(\mathcal{O}(k|V| \alpha(i,|V|))\) for every fixed \(i\) with the data structure of La Poutré [Pougo].
3 Ernst Althaus, personal communication, February 2019.
}
been eliminated. Note that components may disconnect during the algorithm. There are at most \(|E|\) successful searches. The total cost is thus \(\mathcal{O}(|E| k+|E| \log |V|)\).

Because the union-find data structures in the above proof do not store the edges that we insert, we store them and their colors separately in a list so we can construct the forests \(F_{i}\) in the next algorithm.

\subsection*{10.2 EXCHANGING EDGES ON CYCLES}

In order to remove cycles from a colorful surplus graph \(H\), we want to replace an edge \(e\) in \(H\) that is on some cycle in a connected component \(C\) with an edge from some \(F_{i}\) that goes to a vertex outside of \(C\). This reduces the number of edges that are on at least one cycle in \(H\). After at most \(|E|\) such operations, \(H\) will be a forest. To do so, we will insert \(e\) into \(F_{i}\), and take an adjacent edge on the resulting cycle instead. We call this the cycle exchange.

First, we store the (uncontracted) forests \(F_{1}, \ldots, F_{k}\) in \(k\) link-cut tree data structures [ST81; ST83] in total time \(\mathcal{O}(|V| k+|E| \log |V|)\). In these structures, each tree is considered to be a rooted tree (which is stored in a compressed way) with all edges oriented towards the root, and the root of the tree containing vertex \(u\) can be accessed via root \((u)\). There is an operation \(\operatorname{evert}(u)\) that makes \(u\) the root of its tree. The operation \(\operatorname{cut}(u)\) deletes the parent edge of \(u\) and thereby splits the tree. There is an operation \(\operatorname{link}(u, v)\), where \(u\) is a root and \(v\) is in a different tree than \(u\), that makes \(u\) point to \(v\). All these operations can be performed in \(\mathcal{O}(\log |V|)\) amortized time (in fact, worst-case time [ST83]. \({ }^{4}\)

We will also maintain the union-find structures. The reason for this is that the vertex sets of the connected components of an \(F_{i}\) do not change in the cycle exchange. Thus, the union-find structures still work correctly. It is advantageous to simultaneously keep the union-find structure for the faster find runtime.

An edge suitable for the cycle exchange can always be found if \(H\) is cyclic. How to determine this edge fast will be shown in the next section.

Lemma 10.2.1. Let \(H=(V, M)\) be a surplus graph, and let \(C=\left(V_{C}, E_{C}\right)\) be a colorful cyclic connected component of \(H\). For any \(v \in V_{C}\), there is a color \(i\) such that there is an edge of color \(i\) in \(E_{C}\), and \(v\) has no neighbors in \(F_{i}\) that are in \(V_{C}\).

Proof. Since \(C\) is colorful, exactly \(\left|E_{\mathcal{C}}\right|\) different colors \(c_{1}, \ldots, c_{\left|E_{\mathcal{C}}\right|}\) appear in \(C\). As \(C\) is cyclic, we have \(\left|E_{C}\right| \geq\left|V_{C}\right|\). If \(v\) had a neighbor

\footnotetext{
4 Note that link-cut trees optimally solve the fully dynamic connectivity problem on forests: there is no data structure that supports insertion and deletion of edges both in time \(o(\log |V|)\), and this holds even with randomization and amortization in the cell-probe model [PDo6].
}
among the vertices \(V_{C}\) in every \(F_{i}, i=c_{1}, \ldots, c_{\left|E_{C}\right|}\), then \(v\) would have at least \(\left|V_{C}\right|\) neighbors among \(V_{C}\) in \(G\), a contradiction.

We will show in the next section how such an edge can be determined efficiently.
Lemma 10.2.2. Let \(H\) be a colorful surplus graph. Iffor a vertex \(v\) on a cycle in \(H\) a color \(i\) as in Lemma 10.2.1 can be determined in time \(T(k,|V|,|E|)\) with \(P(k,|V|,|E|)\) preprocessing time, then we can obtain an acyclic colorful surplus graph in time
\[
\mathcal{O}(|E|(T(k,|V|,|E|)+k+\log |V|)+P(k,|V|,|E|)) .
\]

Proof. We start from a colorful surplus graph \(H\). We can determine if a connected component \(C\) of \(H\) is acyclic in time \(\mathcal{O}(k)\) with DFS. If it is, there is nothing to be done with it. Otherwise, let \((u, v)\) be an edge on a cycle. Determine the color \(i\) as in Lemma 10.2.1 in time \(T(k,|V|,|E|)\).
Determine a path from the edge of color \(i\) in \(C\) to \(v\). As in the proof of Lemma 10.1.4, move \(i\) towards ( \(u, v\) ) in a sequence of swaps. If an edge is removed from \(H\) by this, we charge the costs including the \(\mathcal{O}(k)\) find and at most two union operations to the removed edge. We then start looking for cycles again. There can be at most \(|E|\) such removals in \(H\) in total.
If no edge is removed from \(H\), then \(v\) is now incident to an edge \((u, v)\) of color \(i\) in \(H\). Since \((F, M)\) is valid, we know that inserting \((u, v)\) into \(F_{i}\) would create a cycle. Make \(u\) the root of its link-cut tree in \(F_{i}\) by calling evert \((u)\), i.e., the link-cut tree represents the tree where all edges are directed towards \(u\). If \((u, v)\) were to be inserted into this tree, then it would create a cycle that passes through \(u\) and \(v\). Call parent \((v)\) to obtain an edge \((v, w)\) on this cycle incident to \(v\). By the choice of \(i, w \notin V_{C}\), i.e., the edge must leave \(C\) in \(H\). Call \(\operatorname{cut}(v)\) to remove the edge from the link-cut tree, which breaks it into a tree rooted at \(u\) and the subtree rooted at \(v\). Call \(\operatorname{link}(u, v)\) to insert the edge \((u, v)\) into the link-cut tree. As remarked earlier, the union-find structure still represents the trees of \(F_{i}\) after these changes. The number of edges in \(H\) that are on at least one cycle decreases, which happens at most \(|E|\) times, so the costs for all cycle exchanges amount to \(\mathcal{O}(|E| \log |V|)\) in total.
\(C \backslash\{(u, v)\}\) is joined to another colorful connected component of \(H\) via \((v, w)\). We detect and remove duplicate colors in the resulting component of size \(\mathcal{O}(k)\) as we did in the proof of Lemma 10.1.4 in order to keep \(H\) colorful. We charge costs to the decrease of \(|M|\) rather than the edges themselves because edges can re-enter \(M\) in cycle exchanges. If no duplicate color is found, we charge the cost of \(\mathcal{O}(k)\) to the cycle exchange.

We have now obtained an algorithmic proof of Theorem 8.2.6. In addition, each connected component of \(F_{k+1}\) has at most \(k\) edges.

We will describe two ways of finding the exchange edge with a runtime that does not depend on \(|V|\). The first approach uses the dynamic data structure of Brodal and Fagerberg [BF99], which stores a graph of arboricity at most \(k\) and hence can be used for \(F_{1} \cup \cdots \cup F_{k}\). In its more elaborate variant that uses balanced search trees (see Section 4 of [BF99]) for storing adjacencies, it allows querying whether two vertices are adjacent in time \(\mathcal{O}(\log k)\), inserting an edge in \(\mathcal{O}(\log k)\) amortized time, and deleting an edge in \(\mathcal{O}(\log |V|)\) amortized time. The structure can be built for a given graph in \(\mathcal{O}(|E| \log |V|+|V|)\) time. In fact, \(\mathcal{O}(|E|+|V|)\) is possible. \({ }^{5}\)

The representation used by the data structure is an orientation of the graph such that every vertex has indegree at most \(4 k\). Every edge is stored only once, namely in the adjacency list/balanced search tree of the vertex it points to. Hence, the size of each list/search tree is \(\mathcal{O}(k)\). We can store the current color of each edge with it without affecting the runtimes.

Lemma 10.3.1. In the situation of Lemma 10.2.1, we can determine the exchange edge in time \(\mathcal{O}(k \log k)\) using the data structure of Brodal and Fagerberg with \(\mathcal{O}(|V|+|E|)\) preprocessing time. All other operations have the same asymptotic complexity as in Lemma 10.2.2.

Proof. Create the data structure for \(F_{1} \cup \cdots \cup F_{k}\) in time \(\mathcal{O}(|V|+|E|)\) (see the remark at the end of Section 10.1). When looking for a cycle in a component \(C=\left(V_{C}, E_{C}\right)\) of the colorful surplus graph (with \(\left|V_{C}\right| \leq k+1\) ), we use a Boolean array of size \(k\) to mark the colors of the component and remember the respective edges. When some vertex \(v\) on a cycle has been determined, we test for each \(u \in V_{C} \backslash\{v\}\) whether \((u, v) \in E \backslash M\) in \(\mathcal{O}(\log k)\) with the color-augmented BrodalFagerberg data structure. If the edge is present in some \(F_{i}\), then we obtain color \(i\) from the data structure and unmark it in the Boolean array. Once all \(u \in V_{C} \backslash\{v\}\) have been tested, search for a color \(i\) that is still marked: the attached edge is the one we were looking for, i.e., \(v\) has no neighbors in \(V_{C}\) in \(F_{i}\). All these operations \(\operatorname{cost} \mathcal{O}(k \log k)\) in total.

During the cycle exchange algorithm in Lemma 10.2.2, at most \(|E|\) edges are inserted into the forests \(F_{1}, \ldots, F_{k}\). An edge is only deleted in a cycle exchange, which happens at most \(|E|\) times. Thus, these cost amount to \(\mathcal{O}(|E|)\) insertions and deletions in the data structure, and each such operation costs \(\mathcal{O}(\log |V|)\) amortized time. Hence, the runtime of Lemma 10.2.2 can indeed be achieved.

We now prove Theorems 10.0.1 and 10.0.2.

\footnotetext{
5 Recall from the proof of Theorem 4.3.1 that the adjacency lists of a graph can be sorted in linear time in total. It is then possible to recursively turn each sorted adjacency list into a balanced binary search tree in linear time.
}

Proof of Theorem 10.0.1. Obtain a pseudoforest \(K\)-partition with \(K \leq\) \(\left\lceil(1+\epsilon) d^{*}\right\rceil\) in time \(\mathcal{O}\left(|E| \log |V| \log \Gamma \epsilon^{-1}\right)\) with Theorem 4.2.3 via the conversion of Theorem 8.2.4. For fixed \(\epsilon\), this is possible in \(\mathcal{O}(|E| \log |V|)\) time with Proposition 7.3.1.

We can assume for the remainder that \(\epsilon \geq 1 / K\). Let \(k \leq K\) be the smallest integer such that \((k+1) / k \leq 1+\epsilon\). We have \(k \in \mathcal{O}\left(\epsilon^{-1}\right)\) and \(\log k \in \mathcal{O}(\log |V|)\). In particular, if \(\epsilon\) is a constant, so is \(k\).

Divide the \(K\) pseudoforests evenly into \(k\)-tuples of pseudoforests, if possible, otherwise \(l \leq k-1\) pseudoforests remain. Convert each \(k\)-tuple into \(k+1\) forests and the remaining \(l\) pseudoforests into \(l+\) 1 forests \({ }^{6}\) with Lemma 10.2.2 and Lemma 10.3.1. The runtime is \(\mathcal{O}(|E| k \log k+|E| \log |V|) \subseteq \mathcal{O}\left(|E| \log (|V|) \epsilon^{-1}\right)\).

Proof of Theorem 10.0.2. Obtain a partition into \(p+1\) pseudoforests with Theorem 6.0.2 in \(\mathcal{O}\left(|E| \log |V| p \log ^{*} p\right)\) time via the conversion of Theorem 8.2.4. Using Lemma 10.2.2 and Lemma 10.3.1, we convert this into a partition of at most \(p+2 \leq \Gamma+2\) forests in \(\mathcal{O}(|E| p \log p+\) \(|E| \log |V|)\) time. The claim follows.

The second approach uses perfect hashing: For the set \(E\) edges from the universe \(V \times V\), we construct a perfect hash function and maintain the set \(E \backslash M=F\) in a hash table and store the current color information of each edge with it. The perfect hashing scheme of Fredman, Komlós, and Szemerédi [FKS84] allows worst-case constant runtimes for querying, insertion, and deletion. Constructing the perfect hash function is possible in \(\mathcal{O}\left(|V|^{2}|E|\right)\) time, and alternatively in \(\mathcal{O}(|E|)\) expected time. The following lemma is proved analogously to Lemma 10.3.1.

Lemma 10.3.2. In the situation of Lemma 10.2.1, we can determine the exchange edge in \(\mathcal{O}(k)\) time with \(\mathcal{O}(|E|)\) expected time for preprocessing using perfect hashing. All other operations have the same asymptotic complexity as in Lemma 10.2.2.

Lemma 10.3.2 could be useful for the development of a randomized exact algorithm for arboricity. Recall that Gabow's algorithm has a runtime of \(\mathcal{O}\left(|E|^{3 / 2} \log \left(|V|^{2} /|E|\right)\right)\) [Gab98]. Since \(p \leq \Gamma \in \mathcal{O}(\sqrt{|E|})\), even in the worst case we can convert \(k\) pseudoforests into \(k+1\) forests in time \(\mathcal{O}\left(|E|^{3 / 2}\right)\) after constructing the perfect hash function. Since algorithms for pseudoarboricity are available that run in time \(\mathcal{O}\left(|E|^{3 / 2} \sqrt{\log \log p}\right)\) and even \(\mathcal{O}\left(|E|^{3 / 2}\right)\) (Theorems 4.1.4 and 6.o.1 via Theorem 8.2.4), we would obtain a faster exact algorithm if we can insert all edges of the constructed \((k+1)\)-th forest into \(F_{1}, \ldots, F_{k}\) fast enough, if this is feasible. Likewise, a deterministic exact algorithm with a runtime of \(\mathcal{O}\left(|E| \log |V| \Gamma \log ^{*} \Gamma\right)\) could then be within reach using Theorem 10.0.2.

\footnotetext{
6 In fact, unless \((1+\epsilon) K<K+1\) for the original \(\epsilon\), we can omit the outer ceiling in the statement of the theorem by converting one \((k+l)\)-tuple.
}

We should forget about small efficiencies, say about \(97 \%\) of the time: premature optimization is the root of all evil. Yet we should not pass up our opportunities in that critical 3\%.
- Donald E. Knuth, Structured Programming with go to Statements
(1974)

In this chapter, we give a new conditional runtime estimate for computing the arboricity and pseudoarboricity. For the latter, this was published in [Blui6].

Recall from Theorem 8.3.3 that Gabow's algorithm for arboricity runs in time
\[
\mathcal{O}\left(|E|^{3 / 2} \log \frac{|V|^{2}}{|E|}\right)
\]

If we could increase the average density of the graph sufficiently, the logarithmic term would vanish. Bearing this in mind, we next discuss a preprocessing which does not affect the values \(\left\lceil d^{*}\right\rceil\) and \(\gamma\), but may decrease the graph size.

In the densest subgraph problem, a vertex can be safely removed from the graph if its degree is smaller than \(d^{*}\). This was claimed in [KP94; KSoga; Nas+17], and we give a rigorous proof. A similar result holds for the fractional arboricity.

Lemma 11.0.1. ([KP94; KSoga; Nas+17],[TG16]) Let \(G=(V, E)\) be a simple graph. A vertex \(u\) with \(\operatorname{deg}(u)<d^{*}(G)\) cannot be in a densest subgraph of \(G\). Furthermore, a vertex \(u\) with \(\operatorname{deg}(u)<\gamma(G)\) cannot be in a subgraph in
\[
\arg \max _{\substack{\left(V_{H}, E_{H}\right) \subseteq G \\\left|V_{H}\right| \geq 2}} \frac{\left|E_{H}\right|}{\left|V_{H}\right|-1} .
\]

Proof. If \(|E|=0\), we have \(d^{*}(G)=0\) and thus the claim holds. If \(|E| \geq 1\), a densest subgraph \(H=\left(V_{H}, E_{H}\right)\) has at least two vertices. Assume that \(\operatorname{deg}(u)<d^{*}(G)\) for some \(u \in V_{H}\).

Let \(\left(V_{H^{\prime}}, E_{H^{\prime}}\right)=G\left[V_{H} \backslash\{u\}\right]\). We have
\[
\begin{array}{lrl} 
& \operatorname{deg}_{H}(u) \leq \operatorname{deg}(u)<d^{*}(G)=\frac{\left|E_{H}\right|}{\left|V_{H}\right|} \\
\Leftrightarrow & -\left|E_{H}\right|<-\left|V_{H}\right| \operatorname{deg}_{H}(u) \\
\Leftrightarrow & \left|V_{H}\right|\left|E_{H}\right|-\left|E_{H}\right|<\left|V_{H}\right|\left(\left|E_{H}\right|-\operatorname{deg}_{H}(u)\right) \\
\Leftrightarrow & \frac{\left|E_{H}\right|}{\left|V_{H}\right|}<\frac{\left|E_{H}\right|-\operatorname{deg}_{H}(u)}{\left|V_{H}\right|-1}=\frac{\left|E_{H^{\prime}}\right|}{\left|V_{H^{\prime}}\right|^{\prime}}
\end{array}
\]
a contradiction to the assumption that \(H\) is a densest subgraph. The proof for \(\gamma\) is similar, see [TG16, Lemma 6].

We can now repeatedly remove vertices by applying Lemma 11.0.1 without changing the maximum density and the fractional arboricity of the graph. Note that the average density of a graph may decrease when a vertex \(v\) with \(\operatorname{deg}(v)<d^{*}\) is removed. \({ }^{1}\)

Lemma 11.0.2. Let \(d \leq d^{*}(G)\) for a simple graph \(G=(V, E)\). Then we can obtain a subgraph \(G^{\prime} \subseteq G\) with \(d^{*}\left(G^{\prime}\right)=d^{*}(G)\) and \(\gamma\left(G^{\prime}\right)=\gamma(G)\) where \(\operatorname{deg}_{G^{\prime}}(v) \geq d\) for all \(v \in V\) in \(\mathcal{O}(|E|)\) time.

Proof. Note that \(d \leq d^{*}\) implies \(d<\gamma(G)\).
We initialize a queue with all vertices whose degree is less than \(d\), and store the current vertex degrees. While the queue is not empty, a vertex \(u\) is dequeued. Mark it as removed and decrease the degrees of all its unmarked neighbors by one. If a neighbor's degree falls below \(d\) for the first time, add it to the queue. Once the queue is empty, build the graph induced by the set of unmarked vertices. The algorithm's correctness is established by Lemma 11.0.1. It runs in \(\mathcal{O}(|E|)\) time.

Equipped with a constant-factor approximation algorithm, we can perform a fast preprocessing with Lemma 11.0.2, which can significantly reduce the input size.

Lemma 11.0.3. Let \(G=(V, E)\) be a simple graph. Then a subgraph \(G^{\prime}=\) \(\left(V^{\prime}, E^{\prime}\right) \subseteq G\) with \(d^{*}\left(G^{\prime}\right)=d^{*}(G), \gamma\left(G^{\prime}\right)=\gamma(G)\) and \(\left|E^{\prime}\right| \geq\left|V^{\prime}\right| d^{*} / 4\) can be obtained in \(\mathcal{O}(|E|)\) time.

Proof. Compute a \(1 / 2\)-approximation \(d^{*}(G) / 2 \leq d \leq d^{*}(G)\) in time \(\mathcal{O}(|E|)\) (see Chapter 7). Obtain the subgraph \(G^{\prime}=\left(V^{\prime}, E^{\prime}\right) \subseteq G\) from Lemma 11.0.2 with \(d\) in time \(\mathcal{O}(|E|)\). For every vertex \(v \in V^{\prime}\), \(\operatorname{deg}_{G^{\prime}}(v) \geq d \geq d^{*}(G) / 2\). We have
\[
2\left|E^{\prime}\right|=\sum_{v \in V^{\prime}} \operatorname{deg}_{G^{\prime}}(v) \geq\left|V^{\prime}\right| d^{*}(G) / 2,
\]
thus \(\left|E^{\prime}\right| \geq\left|V^{\prime}\right| d^{*}(G) / 4\).
We are now able to prove a new runtime bound for determining \(\left\lceil d^{*}\right\rceil\). Note that if a graph is dense, i.e., \(|E| \in \Theta\left(|V|^{2}\right)\), then \(d^{*} \in \Theta(\sqrt{|E|})\). The reverse, however, is not true, which is why preprocessing is needed in the following theorem. \({ }^{2}\)

1 An example for this is the complete graph \(K_{6}\), where we attach a path of four vertices to some vertex. The average density is \(19 / 10=1.9\), and \(d^{*}=15 / 6=2.5\). If one removes a vertex on the path with degree two, then the average density becomes \(17 / 9<1.9\). However, exhaustively removing vertices is a different matter.
2 To see this, consider a complete graph \(K_{n}\) with a path of length \(n^{2}\) attached to it: the graph is sparse, but the maximum density is in \(\Theta(\sqrt{|E|})\).

Theorem 11.0.4. Let \(G=(V, E)\) be a simple graph. If \(d^{*}(G) \in \Omega(\sqrt{|E|})\), the smallest maximum indegree \(\left\lceil d^{*}\right\rceil\) and the arboricity \(\Gamma\) can be determined in time \(\mathcal{O}\left(|E|^{3 / 2}\right)\). A subgraph of density greater \(\left\lceil d^{*}\right\rceil-1\) can be found within the same runtime.

Proof. If we have \(d^{*} \in \Omega(\sqrt{|E|})\), then \(d^{*} \geq c \sqrt{|E|}\) for some \(c>0\). Obtain \(G^{\prime}=\left(V^{\prime}, E^{\prime}\right)\) as in Lemma 11.0.3, we have
\[
\begin{aligned}
\left|E^{\prime}\right| & \geq\left|V^{\prime}\right| d^{*} / 4 \geq\left|V^{\prime}\right| \sqrt{|E|} c / 4 \geq\left|V^{\prime}\right| \sqrt{\left|E^{\prime}\right|} c / 4 \\
\Rightarrow\left|E^{\prime}\right| & \geq\left|V^{\prime}\right|^{2} c^{2} / 16,
\end{aligned}
\]
and thus \(\left|E^{\prime}\right| \in \Omega\left(\left|V^{\prime}\right|^{2}\right)\). The arboricity \(\Gamma\left(G^{\prime}\right)=\Gamma(G)\) (by Theorem 8.2.7) can now be computed in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time with Gabow's algorithm. By applying Theorem 8.2.6 we obtain
\[
\left\lceil d^{*}(G)\right\rceil+1=\left\lceil d^{*}\left(G^{\prime}\right)\right\rceil+1 \geq \Gamma\left(G^{\prime}\right) \geq\left\lceil d^{*}\left(G^{\prime}\right)\right\rceil=\left\lceil d^{*}(G)\right\rceil .
\]

As \(\Gamma\left(G^{\prime}\right)\) has to be either \(\left\lceil d^{*}(G)\right\rceil\) or \(\left\lceil d^{*}(G)\right\rceil+1\), a single test for \(\Gamma\left(G^{\prime}\right)-1\) suffices to determine \(\left\lceil d^{*}\right\rceil\) in \(\mathcal{O}\left(|E|^{3 / 2}\right)\) time, for example by a test with the bipartite orientation network (see the proof of Theorem 5.0.1).

A subgraph of density greater \(\left\lceil d^{*}\right\rceil-1\) can be found with a single maximum flow computation on Goldberg's network, see Theorem 3.3.2.

A class, in Java, is where we teach objects how to behave.
- Richard E. Pattis

\subsection*{12.1 RELATED WORK}

We are not aware of performance comparisons of algorithms for the densest subgraph problem and the orientation and pseudoarboricity problems. However, extraction of densest subgraphs is a common application. To this end, Tsourakakis et al. [Tso+13] implement Goldberg's method and the greedy algorithm. Bălălău et al. [Băl+15] use Charikar's linear program and the greedy algorithm to find minimal densest subgraphs with small overlap. They consider Goldberg's method unsuitable for their purposes due to poor performance; they did not elaborate which flow algorithm this statement alludes to. Valari et al. [VKP12] and Nasir et al. [Nas+17] propose streaming algorithms for the top- \(k\) densest subgraph problem, which asks for the \(k\) densest edge-disjoint subgraphs (see [GGT16; Don+18] for algorithms and complexity in the overlapping case). Valari et al. implement Goldberg's method, but do not state which flow algorithm is used in their implementation.

\subsection*{12.2 SELECTION OF ALGORITHMS}

We tested binary search methods with maximum flow algorithms, which were implemented in Java and run with OpenJDK 11.0.3. We implemented Dinitz's \((D)\) algorithm and variants of the push-relabel algorithm. The relabel-to-front variant runs in \(\mathcal{O}\left(|V|^{3}\right)\) [Cor+01], the highest-label variant (HL) runs in \(\mathcal{O}\left(|V|^{2} \sqrt{|E|}\right)\) time [CM88]. For the highest label variant, we added the global relabeling and gap heuristics [CG97]. The performance of the relabel-to-front variant is significantly worse on all instances, we do not report its runtimes for a more compact presentation. The interested reader is referred to [Blur6].

We also extend the highest-label variant to an algorithm for parametric flow networks (that does not use a binary search) as described by Gallo et al. (P-HL) [GGT89] (see Subsection 3.3.3). It has a runtime of \(\mathcal{O}\left(|V|^{2} \sqrt{|E|}\right)\) if we restrict ourselves to integral parameter guesses from the interval \(\{0, \ldots,|V|-1\}\) [GT94]. We did not implement the variant with link-cut trees, which would yield a runtime of
\(\mathcal{O}\left(|V||E| \log \left(|V|^{2} /|E|\right)\right)\), because this data structure is sometimes less efficient in practice. \({ }^{1}\)

The aforementioned algorithms are used to determine \(\left\lceil d^{*}\right\rceil\) with Goldberg's method (which also computes a subgraph of density greater \(\left\lceil d^{*}\right\rceil-1\) ), its modification by Georgakopoulos and Politopoulos, and the re-orientation algorithm. The latter performs exact computation without approximation phases. The reason for this is that the stopping criterion was not met for the parameter choices in the proof of Theorem 6.o.1, and thus the approximation scheme outputs the optimum solution. We give more details on the length of augmenting paths in Section 12.5. The balanced binary search technique was also not implemented.

The lower and upper search interval bounds were initialized with the bounds from Section 8.4, also for LPs, but not bounds obtained from a constant-factor approximation. The reason for this is twofold: We could compute a \((1+\epsilon)\)-approximation for an arbitrarily small \(\epsilon\) with a runtime bound that depends on \(\epsilon\). While the linear-time 2-approximation algorithm could serve as a gold standard here, it may happen to compute a very good approximation and thus influence the binary search unduly.

The tests were repeated with the preprocessing from Lemma 11.0. 3 to reduce the input sizes, it uses the greedy algorithm in order to obtain a lower bound on \(d^{*}\). As noted in Section 7.1, the greedy algorithm computes a \(1 / 2\)-approximation to \(d^{*}\) that is never greater than the one obtained from the 2-approximation to its dual problem that is also computed by the greedy algorithm. The latter was used in [Blui6] for preprocessing. By using the former, we were able to improve the already significant reduction by preprocessing considerably on some instances. Again, preprocessing could be done using a \((1+\epsilon)\)-approximation, which we choose not to do. We note another possible improvement that was not implemented: Every time a new lower bound on \(d^{*}\) is computed through an unsuccessful \({ }^{2}\) test, we can again invoke preprocessing.

We also implemented a parameterized LP of Georgakopoulos and Politopoulos [GPo7] (not discussed in this thesis) for \(d^{*}\) with a binary search for integral test values. \({ }^{3}\) We implemented the orientation LP (3.16)-(3.20), once with the (continuous) variable \(d\) to be minimized and once with a binary search for integral test values that test the LP's feasibility for constant \(d\). Recall that in the latter, the constraint matrix

1 An experimental study of link-cut trees in the Edmonds-Karp algorithm [EK72] is available, here the runtime heavily depends on the chosen link-cut trees variant and the class of input graphs [Wero6; TWo7].
2 Note that in Kowalik's approximation scheme, a test may be reported to be unsuccesful although the test value is feasible. However, this only happens if the stopping criterion terminates the flow algorithm early, otherwise the value is indeed a lower bound.
3 This LP generalizes to vertex- and edge-weighted hypergraphs. Its constraint matrix is totally unimodular.
is totally unimodular, which guarantees integral extreme points. The LP solver might exploit this property further.

\subsection*{12.3 LP SOLVER AND HARDWARE CONFIGURATION}

We use Gurobi 9.o [Gur19], which is free for academic purposes, to solve the LPs. We report results for the dual simplex method on otherwise default settings. The dual simplex method is faster on average and uses less memory than the primal simplex method.

The tests were run on a single core of an Intel i7-5820K CPU with 3.3 GHz and 64 GB DDR-4 RAM. Note that Gurobi has multithreading capabilities, but we only allow it to use a single thread. The operating system is Debian 8.2.0 (64-bit). Note that for the largest graph, Friendster, it was necessary to save memory by using the data type byte (which uses eight bits) for arcs of capacity one and two.

\subsection*{12.4 INPUT GRAPHS}

We use large simple graphs from the Stanford SNAP database [LK14] as input graphs, namely the Amazon, DBLP4, YouTube, LiveJournal, Orkut and Friendster networks with about 1 million to 1.8 billion edges. The exact sizes are presented in Table 12.1 on the next page.

Even and Tarjan [ET75] propose a family of flow networks on which Dinitz's algorithm needs as much time as its asymptotic worst-case runtime estimate. Since our flow networks do not belong to this family, we propose a graph family where we expect the shortest augmenting paths to become quite long because of a mixture of varying degrees, high local densities, and a large diameter. For \(n \in \mathbb{N}\), we define graph \(G_{n}\) as a union of the complete graphs \(K_{1}, K_{2}, \ldots, K_{n}\), where every vertex of \(K_{i}\) is additionally connected to all vertices of \(K_{i+1}\) for \(i=1, \ldots, n-1 . G_{n}\) has \(n(n+1) / 2\) vertices and \(\left(n^{3}-n\right) / 2\) edges in total and an average density \(|E| /|V|=n-1 \in \Theta(\sqrt{|V|})\). If \(n \geq 2\), the vertices in \(K_{n-1}\) have a degree of \(3 n-4\) in \(G_{n}\), which is the maximum degree \(\Delta\left(G_{n}\right)\). By Lemma 3.2.3, we have \(d^{*} \leq 3 n / 2-2\), so \(d^{*} \in \Theta(\sqrt{|V|})\). We denote the smallest \(\epsilon>0\) for which the stopping criterion of the approximation scheme is met by \(\tilde{\varepsilon}\). We expect that \(\tilde{\epsilon}\left(G_{n}\right) \rightarrow 0\) as \(n \rightarrow \infty\). We will not report runtimes for these graphs in LP-based approaches, and also no runtimes after preprocessing.

4 The \(D B L P\) graph is a collaboration network of computer scientists: Two authors are connected by an edge if they have at least one joint publication in the DBLP database. We note that Goldberg's method returns a subgraph with an average density of approximately 56.57 for test value \(\left\lceil d^{*}\right\rceil-1=56\). It has 115 vertices (authors). Unfortunately, we do not know how to resolve the vertex numbers to the corresponding author names, which would have been quite interesting.

Table 12.1: Characteristics of the input graphs. The maximum pathlength encountered in the re-orientation algorithm with Dinitz's algorithm is denoted by \(k, \tilde{\epsilon}\) denotes the smallest \(\epsilon\) for which the approximation scheme would terminate early (rounded to two decimal places). The runtime of the greedy algorithm is given in seconds.
\begin{tabular}{rrrrrrr}
\hline Graph & Vertices & Edges & \(k\) & \(\tilde{\epsilon}\) & \(\left\lceil d^{*}\right\rceil\) & G. Time \\
\hline Amazon & 334,863 & 925,872 & 21 & 0.96 & 5 & 0 \\
DBLP & 317,080 & \(1,049,866\) & 5 & 67.2 & 57 & 0 \\
YouTube & \(1,134,890\) & \(2,987,624\) & 24 & 0.89 & 46 & 1 \\
LiveJ. & \(3,997,962\) & \(34,681,189\) & 12 & 3.58 & 194 & 7 \\
Orkut & \(3,072,441\) & \(117,185,083\) & 34 & 0.60 & 228 & 21 \\
Friendster & \(65,608,366\) & \(1,806,067,135\) & 31 & 0.86 & 274 & 529 \\
\hline\(G_{100}\) & 5,050 & 499,950 & 11 & 1.58 & 134 & 0 \\
\(G_{200}\) & 20,100 & \(3,999,900\) & 13 & 1.47 & 277 & 0 \\
\(G_{400}\) & 80,200 & \(31,999,800\) & 18 & 1.03 & 567 & 0 \\
\(G_{800}\) & 320,400 & \(255,999,600\) & 25 & 0.74 & 1,152 & 6 \\
\(G_{1600}\) & \(1,280,800\) & \(2,047,999,200\) & 35 & 0.54 & 2,332 & 49 \\
\hline
\end{tabular}

\subsection*{12.5 RESULTS}

Table 12.2 on the facing page shows the effects and the runtime of preprocessing. (This does not include the time to greedily compute a 1/2-approximation, which is given in Table 12.1.) On the Friendster instance, the preprocessing takes less than a minute. On all other instances from the SNAP database, the runtimes is less than two seconds. The reduction of the number of edges of the graphs is slightly less than \(38.2 \%\) for the Amazon instance and between \(94.8 \%\) and \(99.3 \%\) for the other instances. Therefore, preprocessing is a very effective tool in real-world instances whose degree distribution typically follows a power law [BA99]. However, graphs with different degree distributions cannot be expected to be reduced as much.
The runtime results for the linear programs are presented in Table 12.3 on the next page. For flow-based methods, this is done in Table 12.4 on page 154 .
The orientation LP (3.16)-(3.20) is solved considerably faster than the Georgakopoulos-Politopoulos LP with a binary search. Using a binary search for the orientation LP with integral test values \(d\) often results in even better runtimes. The preprocessed Friendster instance is an exception, we suspect this is an outlier.

Table 12.2: Sizes of the input graphs from the SNAP database after preprocessing. The preprocessing time (excluding the time to compute the \(1 / 2\)-approximation) is given in seconds.
\begin{tabular}{rrrrrr}
\hline Graph & Vertices & Edges & \(k\) & \(\tilde{\epsilon}\) & P. Time \\
\hline Amazon & 169,008 & 572,762 & 20 & 0.96 & 0 \\
DBLP & 280 & 13,609 & 4 & 15.74 & 0 \\
YouTube & 2,269 & 103,342 & 16 & 0.74 & 0 \\
LiveJ. & 2,539 & 466,625 & 8 & 2.70 & 0 \\
Orkut & 26,670 & \(6,077,055\) & 22 & 0.67 & 1 \\
Friendster & 49,370 & \(13,503,583\) & 11 & 2.33 & 47 \\
\hline\(G_{100}\) & 2,839 & 351,813 & 11 & 1.42 & 0 \\
\(G_{200}\) & 10,509 & \(2,666,751\) & 14 & 1.17 & 0 \\
\(G_{400}\) & 40,014 & \(20,586,976\) & 19 & 0.87 & 0 \\
\(G_{800}\) & 154,800 & \(160,614,000\) & 26 & 0.65 & 1 \\
\(G_{1600}\) & 601,605 & \(1,256,057,830\) & 35 & 0.50 & 11 \\
\hline
\end{tabular}

Table 12.3: Runtimes (in seconds) for computing \(d^{*}\) with linear programs using Gurobi. The orientation LP coupled with a binary search uses integral test values only, i.e., \(\left\lceil d^{*}\right\rceil\) is determined. If the computation requires more than the available 64 GB of RAM, 'out of memory' (OOM) is stated in the table.
\begin{tabular}{rrrr}
\hline Graph & Orientation LP & BS for \(d\)-orientation & G.-P. LP \\
\hline Amazon & 152 & 12 & 136 \\
DBLP & 8 & 7 & 43 \\
Youtube & 452 & 57 & 309 \\
LiveJ. & 314 & 314 & OOM \\
Orkut & OOM & OOM & OOM \\
Friendster & OOM & OOM & OOM \\
\hline Amazon-P & 82 & 7 & 67 \\
DBLP-P & 0 & 0 & 1 \\
Youtube-P & 3 & 3 & 7 \\
LiveJ.-P & 10 & 9 & 69 \\
Orkut-P & 2,168 & 1,747 & 6,529 \\
Friendster-P & 3,018 & 23,806 & 36,098 \\
\hline
\end{tabular}

Table 12.4: Time (in seconds) needed to compute \(\left\lceil d^{*}\right\rceil\) with several flow algorithms. The suffix -P denotes instances reduced by preprocessing. The flow algorithms were Dinitz's algorithm (D), the highest-label (HL) variants of the push-relabel algorithm, and the extension of the latter to parametric flow problems (P-HL). If the time limit of 10 hours is exceeded, this is indicated by TLE.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|c|}{Goldberg's} & \multicolumn{2}{|l|}{Geor.-Polit.} & \multicolumn{2}{|l|}{Re-orientation} \\
\hline Graph & D & HL & P-HL & D & HL & D & HL \\
\hline Amazon & 3 & 200 & 9,164 & 2 & 262 & 2 & 189 \\
\hline DBLP & 2 & 11 & 8,417 & 0 & 7 & 1 & 6 \\
\hline Youtube & 15 & 665 & TLE & 5 & 635 & 15 & 210 \\
\hline LiveJ. & 113 & 14,047 & TLE & 34 & 2,165 & 77 & 1,264 \\
\hline Orkut & 391 & TLE & TLE & 119 & 18,252 & 352 & TLE \\
\hline Friendster & 14,178 & TLE & TLE & 6,066 & TLE & 14,209 & TLE \\
\hline Amazon-P & 1 & 204 & 1,903 & 2 & 225 & 1 & 205 \\
\hline DBLP-P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline Youtube-P & 0 & 4 & 4 & 0 & 4 & 0 & 5 \\
\hline LiveJ.-P & 0 & 27 & 22 & 0 & 26 & 0 & 27 \\
\hline Orkut-P & 9 & 3,055 & 2,948 & 14 & 3,044 & 8 & 3,165 \\
\hline Friendster-P & 17 & 13,680 & 14,304 & 31 & 13,488 & 17 & 15,152 \\
\hline \(G_{100}\) & 0 & 1 & 44 & 0 & 1 & 0 & 1 \\
\hline \(G_{200}\) & 7 & 22 & 1,306 & 2 & 29 & 6 & 11 \\
\hline \(G_{400}\) & 84 & 434 & TLE & 21 & 554 & 90 & 352 \\
\hline \(G_{800}\) & 995 & 4,870 & TLE & 228 & 4,773 & 118 & 5,619 \\
\hline \(\mathrm{G}_{1600}\) & 10,572 & TLE & TLE & 4,149 & TLE & 1,399 & TLE \\
\hline
\end{tabular}

For flow-based methods, Dinitz's algorithm significantly outperforms push-relabel algorithms, and also the LP-based approaches. The highest-label variant with a binary search is often much faster than its parametric extension. We note that the runtime of a test heavily depends on the test value. For example, the number of relabelings in the HL algorithm on the preprocessed Friendster instance is 71,629 for test value \(d=274=\left\lceil d^{*}\right\rceil\), but \(2,221,784,361\) for \(d=273\). Shrinking the search interval may thus not provide a significant benefit in practice because the values slightly below \(\left\lceil d^{*}\right\rceil\) appear to be the hardest to test. This implies parallelizing the binary search cannot be expected to yield a significant speedup.

The Georgakopoulos-Politopoulos technique, which removes vertices after unsuccessful tests in Goldberg's method, is considerably faster than Goldberg's on a few instances, but slightly slower on others. A single unsuccessful test removes \(0-90 \%\) of the remaining vertices. The effect seems to be roughly the same on the original and preprocessed instances. However, as the lower bounds are typically tighter on preprocessed instances, there are less unsuccessful tests. Sometimes, all tests but one are successful. If the only unsuccessful test is the last test, then there clearly is no improvement at all. There is no known estimate of how many vertices can be expected to be removed from an unsuccessful test [GPo7].

We report our findings on the augmenting path lengths in the execution of Kowalik's scheme in Tables 12.1 and 12.2. The value \(k\) is the maximum length of an augmenting path in Dinitz's algorithm encountered among all test values of the binary search. Perhaps nonsurprisingly, this maximum length is often (but not always) attained at test value \(\left\lceil d^{*}\right\rceil-1\). We note that this value is empirical and may depend on the implementation of Dinitz's algorithm, as well as the initial orientation \({ }^{5}\). The value \(\tilde{\epsilon}\) denotes the smallest \(\epsilon\) for which the stopping criterion is met for \(k\).

Choosing \(\epsilon \geq 1\) in the approximation scheme is not reasonable because the linear-time 2 -approximation algorithm is preferable. Therefore, assume that \(\epsilon<1\). On some graphs, the stopping criterion is not met for any \(\epsilon<1\), i.e., the exact solution will be returned. On all input graphs, the choices \({ }^{6}\) for \(\epsilon\) in the proof of Theorem 6.0.1 are smaller than the critical epsilon, i.e., the (first) approximation phase computes the optimum solution. This is easily recognized and the second phase need not be performed. It would be interesting to see a family of graphs where the approximation phase does not compute the optimum solution, but helps in accelerating the binary search as in our theoretical result.

\footnotetext{
5 Different initial orientations were tried, but the effect is negligible.
6 Recall that \(\epsilon\) can be set using any constant-factor approximation. We assume here that \(\epsilon\) is set with the exact value of \(d^{*}\) and \(\ln |V|\), the latter stems from the Taylor expansion (see Theorem 4.2.3).
}

That the (connected) densest subgraph problem is solvable in polynomial time is a fortunate exception to the rule of thumb that subgraph problems are NP-complete. A restriction on the number of vertices or edges typically makes a problem NP-hard.

In the densest \(k\)-subgraph problem, we are interested in the densest subgraph on \(k\) vertices. The decision variant asks whether a subgraph on \(k\) vertices exists whose average density is at least \(d\). This decision problem is easily seen to be NP-complete by a reduction from the clique problem (Definition 2.6.4).

Theorem 13.0.1. The densest \(k\)-subgraph problem is NP-complete.
Proof. A solution to the problem can be verified in polynomial time. There is a \(k\)-clique in \(G\) if and only if the densest \(k\)-subgraphs of \(G\) are complete. Hence, using the same \(k\) and setting \(d=k(k-1) / 2\) constitutes a polynomial-time reduction.

The best known approximation algorithm is due to Bhaskara et al.
Theorem 13.0.2 ([Bha+10]). \(A|V|^{1 / 4+\varepsilon}\)-approximation of the densest \(k\) subgraph problem can be determined in \(\mathcal{O}\left(|V|^{1+\epsilon}\right)\) time for every \(\epsilon>0\).

In seminal work, Khot ruled out a PTAS assuming a variant of the exponential time hypothesis.

Theorem 13.0.3 ([Khoo6]). There is no PTAS for the densest \(k\)-subgraph problem unless SAT can be solved in expected time \(\mathcal{O}\left(2^{n^{c}}\right)\) for an arbitrarily small constant \(\epsilon>0\).

There are numerous other problems involving subgraphs, density or weights, and connectivity. For example, determining whether an induced subgraph with exactly \(k\) edges exists is NP-complete [Tri93; AT94]. We note that if we require the induced subgraph to be connected, the problem is also NP-complete by the same reduction from vertex cover.

Definition 13.0.4 (Vertex Cover). Given a simple graph \(G=(V, E)\) and \(k \in \mathbb{N}\), is there a set \(S \subseteq V\) with \(|S| \leq k\) such that for every edge \(e \in E\), at least one endpoint of \(e\) is in \(S\) ?

NP-hardness of vertex cover can be proved by a reduction from the clique problem (Definition 2.6.4).
Theorem 13.0.5 ([Tri93; AT94]). Given a simple graph \(G=(V, E)\) and \(1 \leq k \leq|V|\), it is NP-complete to decide whether an induced (or connected induced) subgraph of \(G\) with exactly \(k\) edges exists.

Very general results of Yannakakis and Lewis will be given in the following. A class of graphs is called a graph property if any two isomorphic graphs either both are in the class or both are not. Put differently, a graph property is preserved under isomorphisms and does not depend on a representation such as a labeling or drawing of the graph. A graph property \(\Pi\) is called hereditary if it holds for all induced subgraphs of \(G\) if it holds for \(G\) itself.

Theorem 13.0.6 ([Yan78; Lew78]). Let П be a hereditary graph property that does not hold for all graphs, but there are arbitrarily large graphs for which it does hold. Then the problem of deciding whether there is a set \(S \subseteq V\) of at least \(k\) vertices such that the subgraph \(G[S]\) has property \(\Pi\) is \(N P\)-hard. If \(\Pi\) can be decided in polynomial time, the problem is NP-complete.
The result holds analogously for induced connected graphs.
We now informally describe the three NP-complete problems that we will deal with in the following chapters. They are all related to each other, and they can be solved with a mixed integer linear program (MILP) based on the maximum density. We will describe this MILP only for the \(k\)-cardinality problem because it is strongest when the number \(k\) of vertices in the subgraph is specified. The \(k\)-cardinality tree problem is to find a subtree with \(k\) vertices of minimum total edge weight. It will be dealt with in the next chapter.
The Steiner tree problem in graphs is to find a subtree of minimum total edge weight that spans a set of given terminal vertices. ILP approaches, as well as approximation algorithms based on them, will be discussed in Chapters 16 to 18.
The maximum weight connected subgraph problem (MWCS) is to find a connected subgraph of maximum total vertex weight. It will be introduced in Chapter 19 and some preprocessing rules will be developed.

\section*{14}

Given a weighted graph, the \(k\)-cardinality tree problem asks for a subtree with \(k\) vertices that minimizes the sum of edge weights.

Definition 14.0.1 ( \(k\)-Cardinality Tree Problem). Given a non-negatively weighted simple graph \(G=(V, E, w)\) and integers \(k, l \in \mathbb{N}\), decide whether a subtree of \(G\) of exactly \(k\) vertices \({ }^{1}\) exists with total weight at most \(l\).

It is also called the \(k\)-MST problem, because the special case \(k=|V|\) is the minimum spanning tree problem (MST). A minimum spanning tree can be computed in time \(\mathcal{O}(|E| \alpha(|E|,|V|))\) [Chaoob], where \(\alpha\) denotes a variant of the inverse Ackermann function (Section 2.3). Pettie and Ramachandran describe a time-optimal algorithm to compute the MST [PRoz], although its runtime is currently unknown. An MST can also be computed in \(\mathcal{O}(|E|)\) expected time [KKT95].

For constant \(k\), the \(k\)-cardinality tree problem can be solved in polynomial time by brute force. For general \(k\), it can be shown to be NP-complete, which was proved independently by several authors [LZ93; Fis+94; Rav+96].

Theorem 14.0.2 ([Rav+96]). The \(k\)-cardinality tree problem is NP-complete, even for planar graphs and graphs with weights from the set \(\{1,2,3\}\).

This can be proved by a reduction from the Steiner tree problem in graphs (Definition 16.2.1), which is NP-complete for planar graphs and unweighted graphs (see Section 16.3).

There is also a rooted variant of the problem, where a designated root vertex \(r \in V\) must be selected. We will only consider the unrooted problem, which can clearly be solved by \(|V|\) applications of an algorithm for the rooted problem. Garg [Garo5] points out that the rooted problem also reduces to the unrooted problem: By adding \(|V|\) vertices to the root and adding edges \((r, v)\) with zero weight for each of the additional vertices, selection of the root is forced for \(k^{\prime}=k+|V|\).

Several approximation algorithms have been developed for the \(k\) cardinality tree problem [Awe+95; RV95; Rav+96]. Blum et al. [BRV96; BRV99] gave the first constant-factor approximation with a factor of 17 that uses the primal-dual method of Goemans and Williamson [GW95] for the prize-collecting Steiner tree problem (Definition 19.1.1). Garg [Garg6] extended their approach for a 3-approximation algorithm and a simpler 5 -approximation algorithm. He also shows the integrality gap of the LP formulation he uses to be at least three.

\footnotetext{
1 Note that some authors require selection of \(k\) edges and thus of \(k+1\) vertices.
}

The latter algorithm was recast by Chudak et al. [CRWo4] using the prize-collecting Steiner tree problem, which is a Lagrangean relaxation of the \(k\)-cardinality tree problem. Arya and Ramesh [AR98] give a 2.5-approximation algorithm by applying a pruning procedure before Garg's 3-approximation algorithm. Arora and Karakostas [AKo6] give a \((2+\epsilon)\)-approximation algorithm for every \(\epsilon>0\), which is also a modification of Garg's 3-approximation algorithm. Finally, Garg [Garo5] gives a 2-approximation algorithm, which is the best known to date. In the following section, we will investigate integer linear programs for solving the problem exactly.

There are also metaheuristic approaches to the problem, see [BSo4] and the literature cited therein. We close our review by noting that an exact algorithm based on tree decompositions exists [CMZ12] (see also [Alt+14]).

\subsection*{14.1 INTEGER LINEAR PROGRAMS}

Although the connected components of a graph can be determined easily in time \(\mathcal{O}(|V|+|E|)\) with DFS or BFS, it is surprisingly difficult to model connectivity in an integer linear program. Several approaches use an exponential number of constraints. There are so-called compact formulations that use only a polynomial number of constraints. For example, Wong [Won84] gives a multi-commodity flow formulation for the Steiner tree problem with \(\Theta(|V||E|)\) variables. This is a theoretically important result because solving the LP relaxation is possible in polynomial time. Building upon an idea of Cohen [Cohio], Althaus et al. [Alt+14] propose a mixed integer linear program (MILP) based on the maximum density to model connectivity with only \(\mathcal{O}(|V|+|E|)\) constraints.

We compare this MILP to a well-known existing integer linear program, the subtour elimination constraints. Chimani et al. [Chi+10] perform similar comparisons specifically for the \(k\)-cardinality tree problem, and we loosely follow their notation. Notable comparisons of several linear programming relaxations for Steiner tree problems were done by Goemans and Myung [GM93] and Polzin and Vahdati Daneshmand [PDoi].

\subsection*{14.1.1 Subtour Elimination Constraints}

Before we consider subgraphs, let us first model a spanning tree of a graph in an ILP. Recall Lemma 2.2.2: A graph of \(|V|\) vertices is a tree if and only if it has exactly \(|V|-1\) edges and is acyclic. By introducing binary variables \(x_{e}\) for every edge \(e \in E\), we can easily model the number of edges:
\[
\begin{equation*}
\sum_{e \in E} x_{e}=|V|-1 \tag{14.1}
\end{equation*}
\]

To enforce acyclicity, we forbid subtours: For a set \(S \subseteq V\), we require that at most \(|S|-1\) edges are selected, i.e., there is no cycle going through all vertices in \(S\) :
\[
\begin{equation*}
\sum_{e \in E[S]} x_{e} \leq|S|-1, \quad S \subseteq V:|S| \geq 2 \tag{14.2}
\end{equation*}
\]

Constraints (14.2) are called subtour elimination constraints (the constraint for \(S=V\) is redundant by (14.1)). They were introduced by Dantzig et al. [DFJ54] for the NP-hard travelling salesman problem (TSP), which asks for a simple cycle through all vertices of the graph of minimum cost. (The constraint for set \(S=V\) is hence excluded for TSP.)

Now consider the subgraph case. For every vertex \(v \in V\), define a binary variable \(y_{v}\) that determines whether \(v\) is selected or not. If we are looking for a subtree of unknown size, we can replace (14.1) by
\[
\begin{equation*}
\sum_{v \in V} y_{v}=\sum_{e \in E} x_{e}+1, \tag{14.3}
\end{equation*}
\]

If we are looking for a fixed size \(k\), as in the \(k\)-cardinality tree problem, we can use \(\sum_{v \in V} y_{v}=k\) and \(\sum_{e \in E} x_{e}=k-1\) instead. Constraints (14.2) are replaced by
\[
\begin{equation*}
\sum_{e \in E[S]} x_{e} \leq \sum_{v \in S} y_{v}-y_{t}, \quad t \in S, S \subseteq V:|S| \geq 2, \tag{14.4}
\end{equation*}
\]
the generalized subtour elimination constraints (GSEC) [Fis+94]. The GSEC subtree polyhedron is defined as
\[
P_{G S E C}:=\left\{(x, y) \in[0,1]^{|E|+|V|} \mid(x, y) \text { satisfies (14.3) and (14.4) }\right\} .
\]

As writing down the ILP takes exponential time, one can use the cutting-plane method (Subsection 2.11.7): Start with a subset of the constraints, for example the constraints for sets \(S\) with \(|S|=2\). After solving, find violated inequalities and add at least one of them. One continues solving in this way until no violated inequalities can be found. Fischetti et al. [Fis+94] show that a violated GSEC inequality can be found with \(2|V|-2\) maximum flow computations, if one exists. The flow network has to be updated with every separation call. Chimani et al. [Chi+10] use a directed equivalent of the GSEC constraints that requires at most \(|V|\) flow computations on a flow network that has to be built only once, only its capacities are updated according to the LP solution.

Another equivalent formulation with \(\mathcal{O}(|V||E|)\) constraints, based on multi-commodity flows, can be obtained analogously to the approach of [Ljuo4] (see [Chi+10]). While it can be solved in polynomial time and is thus theoretically pleasing, \(|V||E|\) can be prohibitively large in practice, and it is known from related problems that solving this LP is inferior to using the cutting-plane method [Lju+06; CKMo7].


Figure 14.1: A fractional feasible of \(P_{M D}\) for \(k=2\) on a graph with three vertices that violates a GSEC constraint for \(S=\{C, R\}\), the blue vertices in the center and to the right: \(x_{C R}=\frac{3}{4}>\frac{1}{2}=y_{C}\). The corresponding Constraint (14.5) is \(x_{C R}=\frac{3}{4} \leq\left(1-\frac{1}{2}\right)\left(1+\frac{1}{2}\right)\).
14.1.2 A Formulation Based on the Maximum Density

To enforce acyclicity, one can alternatively employ Lemma 3.1.5: A graph is acyclic if and only if its maximum density is smaller than one, or more precisely, at most \(1-1 /|V|\). Thus, we can use the constraints
\[
\begin{equation*}
\sum_{e \in E[S]} x_{e} \leq\left(1-\frac{1}{|S|}\right) \sum_{v \in S} y_{v} \quad S \subseteq V: 2 \leq|S|<|V| \tag{14.5}
\end{equation*}
\]
in addition to the cardinality constraint (14.3). Note that the constraints imply that the endpoints of a selected edge must be selected as well in a feasible integral solution. We denote the polyhedron by
\[
P_{M D}:=\left\{(x, y) \in[0,1]^{|E|+|V|} \mid(x, y) \text { satisfies (14.3) and (14.5) }\right\}
\]

One can think of the constraints based on the maximum density as averages of GSEC constraints for a set \(S\). It is not surprising that they are weaker.

Proposition 14.1.1. Constraints (14.5) are implied by the GSEC constraints (14.4), i.e.,
\[
P_{G S E C} \subseteq P_{M D}
\]

Furthermore, there are instances where the containment is proper.
Proof. Let \(G=(V, E)\) be a simple graph, \((x, y) \in P_{G S E C}(G)\), and let \(S \subseteq V\) with \(|S| \geq 2\). We consider the strongest constraint for this set: Let \(t^{*} \in S\) with \(t^{*}=\arg \max _{t \in S} y_{t}\). We have
\[
\begin{aligned}
\sum_{u v \in E[S]} x_{u v} \stackrel{(14.4)}{\leq} \sum_{v \in S} y_{v}-y_{t^{*}} & =\sum_{v \in S} y_{v}-\frac{1}{|S|} \sum_{v \in S} y_{t^{*}} \\
& \leq \sum_{v \in S} y_{v}-\frac{1}{|S|} \sum_{v \in S} y_{v} \\
& =\left(1-\frac{1}{|S|}\right) \sum_{v \in S} y_{v}
\end{aligned}
\]

The GSEC constraints are indeed strictly stronger, even on a graph with three vertices and two edges, as the example in Figure 14.1 shows.


Figure 14.2: A fractional assignment of \((x, y)\) for \(k=3\) on a path of six vertices. Let \(A, B, C, D, E, F\) denote the vertices from left to right. The constraints for the set \(\{C, D, E, F\}\) (shaded blue) are respected in the GSEC formulation (and, by Proposition 14.1.1, also in ( 14.5 )), but not by Constraints \((14.5>\bar{k})\). All other sets have feasible constraints in all three formulations.

If an upper bound \(\bar{k}\) is imposed on the number of vertices to select, it suffices to consider sets \(S\) with \(|S| \leq \bar{k}\). In this bounded case, the maximum density of any feasible integral solution is at most \(1-1 / \bar{k}\).

However, fractional solutions of the LP could have more than \(\bar{k}\) vertices with positive values \(y_{v}\). Adding the constraints for \(|S|>\bar{k}\) cuts off some of these fractional solutions, as we shall see shortly. For these constraints, we can use the constant \(\bar{k}\), which yields a tighter bound than \(|S|\) :
\[
\begin{aligned}
& \sum_{u v \in E[S]} x_{u v} \leq\left(1-\frac{1}{|S|}\right) \sum_{v \in S} y_{v}, \quad S \subseteq V: 2 \leq|S| \leq \bar{k}, \quad(14 \cdot 5 \leq \bar{k}) \\
& \sum_{u v \in E[S]} x_{u v} \leq\left(1-\frac{1}{\bar{k}}\right) \sum_{v \in S} y_{v}, \quad S \subseteq V: \bar{k}<|S| \leq|V| . \quad(14 \cdot 5>\bar{k})
\end{aligned}
\]

We denote the corresponding polyhedron by
\[
\begin{gathered}
P_{M D}^{\bar{k}}:=\left\{(x, y) \in[0,1]^{|E|+|V|} \mid(x, y) \text { satisfies }(14 \cdot 3),\left(14 \cdot 5_{\leq \bar{k}}\right),\right. \\
\\
\text { and }(14 \cdot 5>\bar{k})\} .
\end{gathered}
\]

Constraints \(\left(14.5_{>\bar{k}}\right)\) are strictly stronger than the corresponding Constraints (14.5). An example of this can be seen in Figure 14.2 and Table 14.1 on the next page. Moreover, \((14.5>\bar{k})\) and \(\left(14.5_{\leq \bar{k}}\right)\) define a polyhedron incomparable to the GSEC polyhedron, i.e., neither is a subset of the other. This can be shown with an example of Althaus et al. [Alt+14, Figure 2] for a related formulation that will be introduced in the next subsection. However, the solution in it does not satisfy an additional cut that will be introduced in Subsection 14.1.4. The example in Figure 14.2, however, shows incomparability (for \(k \geq 3\) ) even with the additional cut.

\subsection*{14.1.3 An MILP Based on Orientations}

Recall the fractional orientation problem, which is dual to the densest subgraph problem: The maximum density of a graph equals the smallest maximum fractional indegree (see Section 3.5). Cohen [Cohio] uses this to obtain an MILP for a spanning tree problem. A tree has a maximum density of exactly \(1-1 /|V|\), and thus there is an orientation

Table 14.1: Several constraints for set \(S=\{C, D, E, F\}\) in the example of Figure 14.2 on the previous page.
\begin{tabular}{ll}
\hline Constraints & \(S=\{C, D, E, F\}\) \\
\hline\((14.4)\) & \(\frac{3}{4} \leq 4 \cdot \frac{1}{4}-\frac{1}{4}\) \\
\((14.5)\) & \(\frac{3}{4} \leq\left(1-\frac{1}{4}\right)\left(4 \cdot \frac{1}{4}\right)\) \\
\((14.5>\bar{k})\) & \(\frac{3}{4} \not \leq \frac{2}{3}=\left(1-\frac{1}{3}\right)\left(4 \cdot \frac{1}{4}\right)\) \\
\hline
\end{tabular}
of maximum fractional indegree \(1-1 /|V|\). Moreover, since \(|V|-1\) edges are to be oriented among \(|V|\) vertices, every vertex receives exactly \(1-1 /|V|\) in such a fractional orientation.

Althaus et al. [Alt+14] generalize Cohen's idea to subgraphs. The smallest maximum fractional indegree of a tree that has \(k\) vertices can be \((1-1 / \bar{k})\) at most. It must be \((1-1 / \underline{k})\) at least when a lower bound \(\underline{k}\) on the number of vertices is given. The MILP is
\[
\begin{array}{rlrl}
f_{u v, u}+f_{u v, v} & =x_{u v}, & u v & \in E, \\
\sum_{u v \in E} f_{u v, v} & \leq\left(1-\frac{1}{\bar{k}}\right) y_{v}, v \in V, \\
\sum_{u v \in E} f_{u v, v} & \geq\left(1-\frac{1}{\underline{k}}\right) y_{v}, v \in V,  \tag{14.8}\\
y_{v} & \in\{0,1\}, & v \in V, \\
x_{u v} & \in\{0,1\}, & u v \in E, \\
f_{u v, u}, f_{u v, v} & \in[0,1], & u v \in E .
\end{array}
\]

Note that Constraint (14.8) is not necessary to enforce acyclicity. Constraints (14.7) and (14.8) form an equation if \(\underline{k}=\bar{k}=k\) :
\[
\begin{equation*}
\sum_{u v \in E} f_{u v, v}=\left(1-\frac{1}{k}\right) y_{v}, \quad v \in V \tag{14.9}
\end{equation*}
\]

Proposition 14.1.2 ([Alt+14]). For \(\underline{k}=\bar{k}\), (14.3) is implied by (14.9) and one of the following:
\[
\begin{align*}
\sum_{u \in V} y_{v} & =k  \tag{14.10}\\
\sum_{u v \in E} x_{u v} & =k-1 . \tag{14.11}
\end{align*}
\]

Proof. If (14.9) and (14.10) hold, we obtain
\[
\sum_{u v \in E} x_{u v}=\sum_{v \in V} \sum_{u v \in E} f_{u v, v} \stackrel{(14.9)}{=} \sum_{v \in V}\left(1-\frac{1}{k}\right) y_{v} \stackrel{(14.10)}{=} k-1 .
\]

Likewise, if (14.9) and (14.11) hold, we have
\[
k-1 \stackrel{(14.11)}{=} \sum_{u v \in E} x_{u v}=\sum_{v \in V} \sum_{u v \in E} f_{u v, v} \stackrel{(14.9)}{=}\left(1-\frac{1}{k}\right) \sum_{v \in V} y_{v} .
\]

Division by ( \(1-1 / k\) ) (for \(k \neq 1\) ) yields Constraint (14.10).
In the paper by Althaus et al. [Alt+14], 'spanning edge' constraints \(x_{u v} \leq y_{u}, y_{v}\) for \(u v \in E\) were part of the formulation. These are exactly the GSEC constraints for \(S=\{u, v\}\). They are not necessary for the formulation because Constraints (14.6) and (14.7) guarantee that the endpoints of a selected edge must be selected in every integral solution. Adding them cuts off fractional solutions, however (such as the solutions in Figure 14.1 on page 162 and Figure 14.3 on the next page), and the number of these constraints is only linear. We can now define the polyhedron based on orientations:
\[
\begin{array}{r}
P_{O}^{k, \bar{k}}:=\left\{\left(x, f_{u}, f_{v}, y\right) \in[0,1]^{3|E|+|V|} \mid\right. \\
\left(x, f_{u}, f_{v}, y\right) \text { satisfies (14.3) } \\
\text { and (14.6)-(14.8) } .
\end{array}
\]

If \(\underline{k}=\bar{k}\) or only one bound on the number of vertices is required, we alter the superscript accordingly. In order to compare this polyhedron to polyhedra with different variables, we will use the projection proj \(_{x, y}\) onto the variable space \((x, y)\) via \(x_{u v}=f_{u v, u}+f_{u v, v}\).
Proposition 14.1.3. Constraints ( \(14.5_{<\bar{k}}\) ) for \(|S|=\bar{k}\) and Constraints ( \(14.5>\bar{k}\) ) are implied by Constraints (14.6) and (14.7).

Proof. For any \(S \subseteq V\) with \(|S| \geq \bar{k}\), we have
\[
\sum_{u v \in E[S]} x_{u v} \stackrel{(14.6)}{=} \sum_{v \in S} \sum_{\substack{u v \in E \\ u \in S}} f_{u v, v} \stackrel{(14.7)}{\leq}\left(1-\frac{1}{\bar{k}}\right) \sum_{v \in S} y_{v} .
\]

Corollary 14.1.4 ([Alt+14]). \(P_{G S E C}\) and \(\operatorname{proj}_{x, y}\left(P_{O}^{\bar{k}}\right)\) are not comparable in general.

Theorem 14.1.5. We have
\[
P_{G S E C} \cap \operatorname{proj}_{x, y}\left(P_{O}^{\bar{k}}\right) \subseteq P_{M D}^{\bar{k}}
\]

Furthermore, there are instances where the containment is proper.
Proof. This follows from Proposition 14.1.1 and Proposition 14.1.3.
Constraints (14.7) for \(|S|<\bar{k}\) are strictly weaker than (14.5 \(5_{\bar{k}}\) ), an example can be seen in Figure 14.3 on the following page.

(a)

(b)

Figure 14.3: An example graph that shows Constraints ( \(14.5<\bar{k}\) ) are strictly stronger than (14.7) for \(\underline{k}=1, \bar{k}=3\). (a) A feasible \(P_{O}\)-solution is shown. It does not respect (14.12). (b) The projection onto ( \(x, y\) ) respects (14.7). The set of two vertices on the bottom (shaded blue) does not respect ( \(14.5 \leq k\) ), however.
14.1.4 Additional Cuts

Another constraint, described by Althaus et al. [Alt+14], can be added to the orientation MILP:
\[
\begin{equation*}
f_{u v, v} \geq \frac{1}{\bar{k}} x_{u v,} \quad u v \in E . \tag{14.12}
\end{equation*}
\]

The constraint is obviously valid for \(x_{u v}=0\). For \(x_{u v}=1\), we have \(y_{u}=1=y_{v}\) as remarked earlier, and see from Constraint (14.7) that \(f_{u v, u} \leq 1-\frac{1}{\bar{k}}\), which by (14.6) implies that Constraint (14.12) is respected by every feasible integral solution. Althaus et al. did not provide an example to substantiate their claim that this cuts off fractional solutions. One such example is given in Figure 14.3a. However, the solution in the example, projected onto \((x, y)\), would also be cut off by the GSEC constraints for \(|S|=2\).

Lucena and Resende [LRoi] describe the following cut: If at least two vertices are to be selected, i.e., \(\underline{k} \geq 2\), every selected vertex must have at least one incident edge:
\[
\begin{equation*}
\sum_{u v \in E} x_{u v} \geq y_{v}, \quad v \in V . \tag{14.13}
\end{equation*}
\]

As remarked earlier, the example of a fractional GSEC solution used by Althaus et al. [Alt+14] to show Corollary 14.1.4 does not respect (14.13). The question whether \(P_{O}^{k}\) is contained in \(P_{\text {GSEC }}\) with (14.13) added can be answered in the negative, however: Figure 14.2 on page 163 shows a fractional GSEC solution that respects (14.13), but is not in \(P_{0}^{k}\). Could it be the case that Constraints (14.13) are implied?
Proposition 14.1.6. For \(\underline{k}=\bar{k}\), Constraints (14.8) and (14.12) imply Constraints (14.13).

(a)

(b)

(c)

Figure 14.4: (a) A graph of a \(k\)-cardinality tree instance for \(k=3\). (b) A feasible solution to \(P_{O}^{k}\). It does not respect Constraint (14.12) in the blue edges. (c) The projected solution is feasible for the GSEC constraints. It also respects Constraint (14.13).

Proof. If \(\bar{k}=1\), there is nothing to show. For every \(v \in V\), we have
\[
\begin{aligned}
&\left(1-\frac{1}{\underline{k}}\right) y_{v} \stackrel{(14.8)}{\leq} \sum_{u v \in E} f_{u v, v} \stackrel{(14.6)}{=} \sum_{u v \in E} 1-f_{u v, u} \\
& \stackrel{(14.12)}{\leq}\left(1-\frac{1}{\bar{k}}\right) \sum_{u v \in E} x_{u v}
\end{aligned}
\]

For the case \(2 \leq \underline{k}=\bar{k}\), we can divide by \(\left(1-\frac{1}{\bar{k}}\right)\) and obtain exactly (14.13).

Could it be the case that Constraints (14.12) are implied by the intersection of \(P_{O}^{k}, P_{G S E C}\) and Constraints (14.13)? We answer this in the negative.

Proposition 14.1.7. By adding Constraints (14.12), we obtain a strictly stronger formulation than \(P_{G S E C} \cap \operatorname{proj}_{x, y}\left(P_{O}^{k}\right)\) with Constraint (14.13).
Proof. Consider the example graph in Figure 14.4a for \(k=3\). The feasible \(P_{O}\)-solution in Figure 14.4 b projects onto \((x, y)\) in Figure 14.4c.

We show that there is no feasible \(P_{\mathrm{O}}\)-solution that projects onto this \((x, y)\) while respecting (14.12). If Constraint (14.12) were required to hold, we would have \(f_{F B, B}, f_{G B, B} \geq 1 / 18\). Therefore, \(B\) may receive at most \(2 / 9\) from \(C\) by (14.7), i.e., \(f_{B C, B} \leq 4 / 18\). Thus \(f_{B C, C} \geq 5 / 18\) by (14.6). Since \(C\) may receive at most \(1 / 3, f_{C D, C} \leq 1 / 18\). But (14.12) dictates that \(f_{C D, C} \geq 1 / 9=2 / 18\). Hence, there can be no feasible solution for this choice of \((x, y)\) that respects all constraints.

Our new results show that (M)ILP formulations for the \(k\)-cardinality tree problem are far from understood completely. We wonder whether they can be used to design new approximation algorithms for the problem.

EXPERIMENTAL COMPARISON FOR
K-CARDINALITY TREES

As we saw in the previous chapter, there is an MILP for connectivity (of subgraphs) with only a linear number of constraints. If the number of vertices to be selected is bounded from above by \(\bar{k}\), as is the case in the \(k\)-cardinality tree problem, this formulation is tightened and becomes incomparable to GSEC. Furthermore, we saw two additional cuts that can be used to cut off feasible fractional solutions. In this chapter, we will only report results for a fixed number of vertices \(k\) where the MILP is tightest.

\subsection*{15.1 FORMULATIONS SELECTED FOR COMPARISON}

We implemented a directed variant of the GSEC ILP as described by Chimani et al. (see Subsection 14.1.1). The separation is performed with the Edmonds-Karp algorithm [EK72] in an implementation by Sedgewick and Wayne [SWII]. Following [Ljuo4; Chi+10], we initially added constraints whose projections are the 'spanning edge' constraints
\[
\begin{equation*}
x_{u v} \leq y_{u}, y_{v}, \quad u v \in E, \tag{15.1}
\end{equation*}
\]
of GSEC for \(|S|=2\). Using them initially considerably speeds up the computation. We search for violated inequalities for every feasible integral solution that is found in the solving process. This is not necessary \({ }^{1}\), but allows us to report the gap for the whole ILP when we terminate early, not just the gap for the current set of constraints. Additionally, we search for violated inequalities when solving the relaxation of a node has yielded a feasible fractional solution.

We do not try extracting multiple cuts from a single maximum flow, which was used in [KM98; Lju+o6], but only one. Still, we typically find a few dozen to a few hundred \({ }^{2}\) cuts in the flow computations of each separation step.

We implemented the orientation MILP (14.6), (14.9), (14.10), and (14.12). Recall that Constraints (14.13) are implied by Proposition 14.1.6 for a fixed number of vertices \(k\). We also added Constraints (15.1).

\footnotetext{
1 Assuming that we search for violated inequalities when the solver returns an optimum integral feasible solution, and continuing the solving process after adding such an inequality.
2 This way, one can only find as many violated cuts as vertices with \(y_{v}>0\) exist in the solution, i.e., at most \(k\) in integer solutions. Feasible fractional solutions can involve more than \(k\) such vertices, however.
}

This formulation of size \(\mathcal{O}(|V|+|E|)\) is referred to as 'O-MILP' in the following.
We also combined the two approaches: The O-MILP constraints (with the directed equivalent of (15.1)) are used as a basis that guarantees connectivity for integral feasible solutions, and the GSEC equivalent is used to tighten the LP relaxation further on fractional feasible solutions. We note that the directed GSEC equivalent has an additional artificial root vertex \(r \notin V\) that does not have a corresponding variable \(y_{r}\), but arc variables \(x_{(r, v)}\) to every \(v \in V\). These latter variables do not appear in the O-MILP constraints.

\subsection*{15.2 INPUT DATA, MACHINE CONFIGURATION, AND SOLVER SETTINGS}

There is a library of instances for the \(k\)-cardinality tree problem, \(\mathrm{KCTLIB}^{3}\) [BBo5]. It includes 35 instances generated by Blesa and Xhafa [BXoo] with a tool by Jörnsten and Løkketangen [JA97]. With current hardware and advanced ILP solvers, solving these latter instances exactly with up to 1,000 vertices and 2,000 edges is not a challenge for \(k=21 .{ }^{4}\) All instances but one could be solved to optimality within 20 seconds using the GSEC equivalent. The remaining instance took 146 seconds to solve. We thus exclude the instances from our experiments.

The library also includes ten instances based on grid graphs generated in [BBo5], and one Leighton graph [Beago]. The dimensions of the grids are specified in the instance name. The Leighton graph has 450 vertices and 8,168 edges. There are also five instances based on the Steiner tree problem [Beago], but these are also solved in a matter of seconds and hence excluded. We report results for the eleven relevant instances with a time limit of one hour.
We also use the ACTMOD dataset of the 11th DIMACS Implementation Challenge \({ }^{5}\) for the MWCS problem (see Table 19.1 in Chapter 19), which has vertex weights. Because MWCS is a maximization problem, we multiplied the weights with -1 for our minimization problem. Some instances have several connected components. All components except the largest have less than 30 vertices, they are all discarded.

We use the same machine configuration as in Section 12.3 and utilize only one processor core and one Gurobi thread. We ran the tests once with Gurobi on default settings, and once with modified settings for a fair comparison:

\footnotetext{
3 As of January 2020, available at http://www.iiia.csic.es/~christian.blum/ downloads/KCT_benchmark.tgz.
4 Note that the \(k=20\) used in [ \(\mathrm{BB}_{5}\) ] is the number of edges. We continue to denote the number of vertices by \(k\).
5 http://dimacs11.zib.de
}
1. Gurobi tries to reduce and tighten the LP model before the solving process, which is called presolve (see [Ach+16]). This capability was deactivated.
2. Gurobi tries to find cutting planes of its own that are not problemspecific. This was also deactivated.
3. Gurobi uses heuristics in order to find feasible solutions. The time to be spent on heuristics was set to zero percent.

On default settings, Gurobi aims to spend about 5\% of the available time on heuristics. We note that in approaches that add cutting planes via 'callbacks', some presolve capabilities must be shut off with the PreCrush parameter.

For all approaches, we provide the solver with a tree of \(k\) vertices as a feasible start solution. We choose the tree returned by a lexicographic BFS started in vertex 1 . No reductions are performed on the graphs. Note that all graphs are (after removing small components described above) connected, so connected components are not treated separately.

\subsection*{15.3 RESULTS}

We list gaps and runtimes after one hour for the two approaches and their combination for \(k=20\) in Table 15.1 and for \(k=40\) in Table 15.2 with modified settings for Gurobi, and for default settings in Tables 15.3 and 15.4 , respectively.

With modified settings, the orientation MILP is solved to optimality on only one instance within an hour for \(k=20\), and not a single one for \(k=40\). Several instances are solved to optimality with the GSEC equivalent, but its gap is not always better. More instances are solved to optimality with the combination of the two; the gap is often, but not always better. Overall, the results suggest that the combination provides an advantage, the effect is slightly more prononced for \(k=20\). This aligns with theoretical considerations, as the O-MILP becomes less tight with growing \(k\).

With default settings, the results are different: Most instances are solved to optimality with the O-MILP, and it can be regarded as the clear winner. The combination comes close for \(k=20\), but is significantly outperformed for \(k=40\). The GSEC ILP clearly exhibits the worst performance for both cardinalities.

The reason that the O-MILP exhibits this excellent performance with default settings may be that the fewer constraints there are, the more time Gurobi can expend on its built-in solving procedures. Thus, a sparse model may be better than a tighter model, even if separation is used. While more experiments should be undertaken, we think that the O-MILP is a good alternative to GSEC, at least for moderate values of \(k\). We note that in order to be competitive with state-of-the-art approaches, one should use problem-specific heuristics and parameter
tuning. For certain graph families, one might fare better with settings tailored to them.

Table 15.1: Time in seconds (rounded) to solve the \(k\)-cardinality tree problem for \(k=20\) with (M)ILP approaches. The gap after one hour of solving is reported for modified settings of Gurobi.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Instance} & \multicolumn{2}{|l|}{O-MILP} & \multicolumn{2}{|l|}{GSEC} & \multicolumn{2}{|l|}{Both} \\
\hline & Gap & Time & Gap & Time & Gap & Time \\
\hline bb15x15_1 & 39.58\% & 3600 & 0.00\% & 95 & 0.00\% & 2 \\
\hline bb15x15_2 & 33.47\% & 3600 & 0.00\% & 521 & 0.00\% & 72 \\
\hline bb33x33_1 & 85.59\% & 3600 & 83.92\% & 3600 & 82.02\% & 3600 \\
\hline bb33x33_2 & 77.51\% & 3600 & 86.07\% & 3600 & 83.24\% & 3600 \\
\hline bb45x5_1 & 25.42\% & 3600 & 0.00\% & 3169 & 0.00\% & 1727 \\
\hline bb45x5_2 & 32.00\% & 3600 & 0.00\% & 522 & 0.00\% & 24 \\
\hline bb50x50_1 & 88.40\% & 3600 & 84.83\% & 3600 & 82.85\% & 3600 \\
\hline bb50x50_2 & 90.72\% & 3600 & 87.10\% & 3600 & 85.63\% & 3600 \\
\hline bbiooxio_1 & 58.72\% & 3600 & 76.57\% & 3600 & 17.28\% & 3600 \\
\hline bbiooxio_2 & 75.58\% & 3600 & 84.65\% & 3600 & 0.00\% & 19 \\
\hline le450_15a & 0.00\% & 3072 & 0.00\% & 435 & 0.00\% & 331 \\
\hline drosophilaoor & 291.42\% & 3600 & 247.10\% & 3600 & 247.10\% & 3600 \\
\hline drosophilaoo5 & 470.96\% & 3600 & 225.47\% & 3600 & 680.32\% & 3600 \\
\hline drosophilaoo75 & 2470.30\% & 3600 & 964.67\% & 3600 & 964.67\% & 3600 \\
\hline HCMV & 254.83\% & 3600 & 26.35\% & 3600 & 0.00\% & 579 \\
\hline lymphoma & 54.07\% & 3600 & 0.00\% & 167 & 0.00\% & 27 \\
\hline metabol... 1 & 81.58\% & 3600 & 16.52\% & 3600 & 0.01\% & 83 \\
\hline metabol... 2 & 123.42\% & 3600 & 8.43\% & 3600 & 0.00\% & 235 \\
\hline metabol... 3 & 10.53\% & 3600 & 432.61\% & 3600 & 0.00\% & 50 \\
\hline
\end{tabular}

Table 15.2: Time in seconds (rounded) to solve the \(k\)-cardinality tree problem for \(k=40\) with (M)ILP approaches. The gap after one hour of solving is reported for modified settings of Gurobi.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Instance} & \multicolumn{2}{|l|}{O-MILP} & \multicolumn{2}{|l|}{GSEC} & \multicolumn{2}{|l|}{Both} \\
\hline & Gap & Time & Gap & Time & Gap & Time \\
\hline bb15x15_1 & 65.30\% & 3600 & 42.52\% & 3600 & 72.26\% & 3600 \\
\hline bb15x15_2 & 82.07\% & 3600 & 71.38\% & 3600 & 32.01\% & 3600 \\
\hline bb33x33_1 & 87.09\% & 3600 & 81.50\% & 3600 & 80.85\% & 3600 \\
\hline bb33x33_2 & 93.12\% & 3600 & 81.83\% & 3600 & 80.25\% & 3600 \\
\hline bb45x5_1 & 60.41\% & 3600 & 73.02\% & 3600 & 49.99\% & 3600 \\
\hline bb45x5_2 & 58.04\% & 3600 & 0.00\% & 860 & 0.00\% & 80 \\
\hline bb50x50_1 & 93.47\% & 3600 & 81.87\% & 3600 & 80.82\% & 3600 \\
\hline bb50x50_2 & 89.20\% & 3600 & 85.30\% & 3600 & 84.80\% & 3600 \\
\hline bb100x10_1 & 89.61\% & 3600 & 73.97\% & 3600 & 0.00\% & 716 \\
\hline bbiooxio_2 & 87.89\% & 3600 & 82.89\% & 3600 & 81.62\% & 3600 \\
\hline le450_15a & 68.03\% & 3600 & 0.00\% & 3418 & 0.00\% & 3060 \\
\hline drosophilaoor & 205.13\% & 3600 & 173.44\% & 3600 & 123.76\% & 3600 \\
\hline drosophilaoo5 & 408.64\% & 3600 & 197.60\% & 3600 & 389.50\% & 3600 \\
\hline drosophilaoo75 & 403.88\% & 3600 & 531.19\% & 3600 & 531.19\% & 3600 \\
\hline HCMV & 161.00\% & 3600 & 104.43\% & 3600 & 103.29\% & 3600 \\
\hline lymphoma & 110.74\% & 3600 & 0.00\% & 71 & 0.00\% & 27 \\
\hline metabol... 1 & 315.65\% & 3600 & 303.45\% & 3600 & 70.40\% & 3600 \\
\hline metabol. . 2 & 794.96\% & 3600 & 162.54\% & 3600 & 159.62\% & 3600 \\
\hline metabol. . 3 & 90.89\% & 3600 & 251.84\% & 3600 & 248.04\% & 3600 \\
\hline
\end{tabular}

Table 15.3: Time in seconds (rounded) to solve the \(k\)-cardinality tree problem for \(k=20\) with (M)ILP approaches. The gap after one hour of solving is reported for Gurobi's default settings.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Instance} & \multicolumn{2}{|l|}{O-MILP} & \multicolumn{2}{|l|}{GSEC} & \multicolumn{2}{|l|}{Both} \\
\hline & Gap & Time & Gap & Time & Gap & Time \\
\hline bb15×15_1 & 0.00\% & 2 & 0.00\% & 422 & 0.00\% & 1 \\
\hline bb15x15_2 & 0.00\% & 5 & 0.00\% & 237 & 0.00\% & 18 \\
\hline bb33x33_1 & 0.00\% & 30 & 84.10\% & 3600 & 0.00\% & 46 \\
\hline bb33x33_2 & 0.00\% & 23 & 86.07\% & 3600 & 0.00\% & 69 \\
\hline bb45x5_1 & 0.00\% & 5 & 39.69\% & 3600 & 0.00\% & 293 \\
\hline bb45x5_2 & 0.00\% & 7 & 0.00\% & 327 & 0.00\% & 31 \\
\hline bb50x50_1 & 0.00\% & 312 & 85.21\% & 3600 & 7.90\% & 3600 \\
\hline bb50x50_2 & 0.00\% & 47 & 87.02\% & 3600 & 0.01\% & 941 \\
\hline bb100x10_1 & 0.00\% & 17 & 75.99\% & 3600 & 0.00\% & 9 \\
\hline bbiooxio_2 & 0.00\% & 11 & 30.01\% & 3600 & 0.00\% & 13 \\
\hline le45o_15a & 0.00\% & 4 & 0.00\% & 823 & 0.00\% & 277 \\
\hline drosophilaoor & 66.01\% & 3600 & 247.10\% & 3600 & 252.39\% & 3600 \\
\hline drosophilaoo5 & 27.29\% & 3600 & 680.32\% & 3600 & 694.43\% & 3600 \\
\hline drosophilaoo75 & 27.73\% & 3600 & 964.67\% & 3600 & 984.61\% & 3600 \\
\hline HCMV & 0.01\% & 205 & 110.29\% & 3600 & 0.00\% & 71 \\
\hline lymphoma & 0.00\% & 51 & 0.00\% & 133 & 0.00\% & 36 \\
\hline metabol... 1 & 0.00\% & 21 & 320.99\% & 3600 & 0.00\% & 47 \\
\hline metabol... 2 & 0.00\% & 19 & 0.00\% & 2485 & 0.00\% & 48 \\
\hline metabol... 3 & 0.00\% & 4 & 426.17\% & 3600 & 0.00\% & 5 \\
\hline
\end{tabular}

Table 15.4: Time in seconds (rounded) to solve the \(k\)-cardinality tree problem for \(k=40\) with (M)ILP approaches. The gap after one hour of solving is reported for Gurobi's default settings.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Instance} & \multicolumn{2}{|l|}{O-MILP} & \multicolumn{2}{|l|}{GSEC} & \multicolumn{2}{|l|}{Both} \\
\hline & Gap & Time & Gap & Time & Gap & Time \\
\hline bb15x15_1 & 0.00\% & 93 & 48.46\% & 3600 & 0.00\% & 1167 \\
\hline bb15x15_2 & 0.00\% & 13 & 58.93\% & 3600 & 0.00\% & 2001 \\
\hline bb33x33_1 & 0.00\% & 1209 & 81.29\% & 3600 & 80.86\% & 3600 \\
\hline bb33x33_2 & 0.00\% & 369 & 81.83\% & 3600 & 5.58\% & 3600 \\
\hline bb45x5_1 & 0.00\% & 56 & 72.83\% & 3600 & 0.00\% & 2258 \\
\hline bb45x5_2 & 0.00\% & 9 & 0.00\% & 1514 & 0.00\% & 32 \\
\hline bb50x50_1 & 0.00\% & 1578 & 81.72\% & 3600 & 6.78\% & 3600 \\
\hline bb50x50_2 & 0.00\% & 925 & 85.35\% & 3600 & 100.00\% & 3600 \\
\hline bb100x10_1 & 0.00\% & 18 & 73.61\% & 3600 & 0.00\% & 1740 \\
\hline bbiooxio_2 & 0.00\% & 191 & 82.43\% & 3600 & 8.58\% & 3600 \\
\hline le450_15a & 0.00\% & 28 & 0.00\% & 1887 & 0.00\% & 1581 \\
\hline drosophilaoor & 64.66\% & 3600 & 173.44\% & 3600 & 68.19\% & 3600 \\
\hline drosophilaoo5 & 17.72\% & 3600 & 389.50\% & 3600 & 396.54\% & 3600 \\
\hline drosophilaoo75 & 15.65\% & 3600 & 531.19\% & 3600 & 2.74\% & 3600 \\
\hline HCMV & 0.00\% & 581 & 0.00\% & 401 & 0.00\% & 267 \\
\hline lymphoma & 0.00\% & 21 & 0.00\% & 710 & 0.00\% & 30 \\
\hline metabol... 1 & 0.01\% & 589 & 299.19\% & 3600 & 621.15\% & 3600 \\
\hline metabol... 2 & 0.01\% & 443 & 161.41\% & 3600 & 1.91\% & 3600 \\
\hline metabol... 3 & 0.01\% & 78 & 249.15\% & 3600 & 4.82\% & 3600 \\
\hline
\end{tabular}
16.1 GEOMETRIC STEINER TREE PROBLEMS

The Euclidean Steiner tree problem is often attributed to the eponymous Jakob Steiner, but was considered earlier by Joseph Diez Gergonne and Heinrich Christian Schumacher. For a full historical overview, see Brazil et al. [Bra+14]. In the geometric variants of the problem, some terminal points are given that have to be connected by straight lines. In addition, points in the plane can be selected at will to serve as 'hubs' between the terminals. These optional points are called Steiner points. The solution must be a tree because distances (metrics) are non-negative, it is called a Steiner tree.
Definition 16.1.1 (Euclidean Steiner Tree Problem). Given a set of \(n\) points in the plane, is there a Steiner tree connecting these points that has total Euclidean length at most \(k\) ?

This contrasts the Euclidean spanning tree problem, where only the given points are to be used. NP-hardness of the Euclidean Steiner tree problem was established by Garey et al.

Theorem 16.1.2 ([GGJ77]). The Euclidean Steiner Tree Problem is NPhard.

It is unknown if the problem is in NP. The reason is that the distances can be irrational numbers, even when the point coordinates are restricted to be integers. However, by rounding up distances, one obtains a modified distance function for which the problem is in NP. This problem can then be used to approximate the original problem arbitrarily close by scaling [GGJ77].

A rectilinear Steiner tree is a tree whose line segments are all either horizontal or vertical. In other words, the \(L_{1}\) metric is to be minimized. No irrational numbers can arise when the points have integer coordinates, in this case, the problem is in NP.

Definition 16.1.3 (Rectilinear Steiner Tree Problem). Given a set of \(n\) points in the plane with integer coordinates, is there a Steiner tree connecting these points that has total \(L_{1}\)-length at most \(k\) ?

Theorem 16.1.4 ([GJ77]). The Rectilinear Steiner tree problem is NPcomplete.

The proof uses a chain of reductions from the vertex cover problem (see Definition 13.0.4) in planar graphs, which Garey et al. show to be NP-complete [GJS76].

Let us now turn to the Steiner tree problem in the graph setting.
Definition 16.2.1 (Steiner Tree Problem in Graphs). Given a weighted graph \(G=(V, E, w)\) with \(w: E \rightarrow \mathbb{R}_{0}^{+}\), a set \(R \subseteq V\) of terminals, and \(k \in \mathbb{N}\), is there a subtree of \(G\) spanning \(R\) (a Steiner tree) with minimum total edge weight at most \(k\) ?

The vertices \(V \backslash R\) are the Steiner vertices. We will call the objective value of a Steiner tree its cost. If all weights are positive, one can equivalently ask for a subgraph because removing an edge on a cycle of positively weighted edges reduces the cost. However, we do allow edge weights of zero because we will add 'dummy' edges of weight zero in the analysis in Chapter 17. For convenience, we shall call this problem the Steiner tree problem in the following chapters.
A terminal spanning tree is a Steiner tree that does not contain Steiner vertices. Without loss of generality, one can replace the graph \((V, E)\) with its metric closure, i.e., the complete graph on \(V\) where the weight of an edge \(u v\) is the length of the shortest path from \(u\) to \(v\) with respect to the original weight function on the edges. A terminal spanning tree of minimum cost in the metric closure is a 2-approximation for the Steiner tree problem [GP68; Vazoi].

\subsection*{16.3 NP-COMPLETENESS AND SPECIAL CASES}

We will deal with two special cases of the Steiner tree problem in graphs.

Definition 16.3.1 (Quasi-Bipartiteness and Claw-Free Instances). An instance of the Steiner tree problem in graphs is quasi-bipartite if no two Steiner vertices are neighbors. If for every Steiner vertex \(v\), all edges incident to \(v\) have the same weight, the instance is uniformly quasi-bipartite.
A Steiner claw is a Steiner vertex with at least three Steiner vertices as neighbors. An instance is claw-free if it does not contain any Steiner claws. \({ }^{1}\)

We will see in Section 17.3 that in these special cases, certain LP relaxations are equivalent from the polyhedral point of view, and that better approximation factors can be obtained.
The NP-completeness of the Steiner tree problem is widely reported to have been proved by Karp [Kar72]. However, the proof is erroneous, and we shall see a working proof in this section. Karp claims to prove NP-completeness of the Steiner tree problem by a reduction from the exact cover problem.

\footnotetext{
1 This differs from the usual definition of claw-freeness: A graph is claw-free if it does not contain a claw as an induced subgraph. In this definition, \(K_{4}\) would be claw-free.
}


Figure 16.1: (a) A Steiner tree instance, constructed from an exact cover instance \(U=\{1,2,3\}, S_{1}=\{1,2\}, S_{2}=\{2,3\}\) in the purported reduction by Karp. (b) An optimum Steiner tree of this instance.

Definition 16.3.2 (Exact Cover). Given a ground set \(U=\{1, \ldots, m\}\) and subsets \(S_{1}, \ldots, S_{n} \subseteq U\), can \(U\) be covered with a selection \(S_{i_{1}}, \ldots, S_{i_{j}}\) of pairwise disjoint subsets, for some \(j \in \mathbb{N}\) ?

The reduction Karp proposes is the following: Create one vertex for every subset and one vertex for every element of \(U\), and add a 'root' vertex \(r\) :
\[
\begin{aligned}
V & :=\{r\} \cup \bigcup_{i=1}^{n}\left\{S_{i}\right\} \cup U, \\
E & :=\left\{\left(r, S_{i}\right) \mid i \in\{1, \ldots, n\}\right\} \cup\left\{\left(S_{i}, x\right) \mid i \in\{1, \ldots, n\}, x \in S_{i}\right\} .
\end{aligned}
\]

The edge weights are defined as
\[
\begin{aligned}
& w\left(r, S_{i}\right):=\left|S_{i}\right|, \quad i=1, \ldots, n, \\
& w\left(S_{i}, x\right):=0, \quad x \in S_{i}, i=1, \ldots, n .
\end{aligned}
\]

Consider the following exact cover instance: \(U=\{1,2,3\}, S_{1}=\{1,2\}\), \(S_{2}=\{2,3\}\). Clearly, the set \(U\) cannot be covered by pairwise disjoint subsets, so it is a 'no'-instance.
However, the purported reduction would create a Steiner tree instance (Figure 16.1a) with edges from the root having a weight of two each, and \(k=3\). A Steiner tree of weight two exists (Figure 16.1a): Select the edge from \(r\) to \(S_{1}\) and all zero-weight edges, for a total cost of two, so it is a 'yes'-instance. Thus, this does not constitute a reduction!

We now give a correct and surprisingly simple NP-completeness proof, which is implicit in instances derived from set cover that exhibit a large integrality gap (e.g., [Byr+10; \(\left.\mathrm{KPT}_{11}\right]\) ). The reduction is quite similar to Karp's idea. The set cover problem is defined as follows.
Definition 16.3.3 (Set Cover). Given a ground set \(U=\{1, \ldots, n\}\) and subsets \(S_{1}, \ldots, S_{m} \subseteq U\), can \(U\) be covered with at most \(k \in \mathbb{N}\) subsets?

NP-hardness is immediate because vertex cover (Definition 13.0.4) is a special case of the set cover problem. There is a greedy approximation algorithm for set cover with approximation factor \(\ln (n)+1\) [Joh74; Lov75]. Determining a \((1-\epsilon) \ln (n)\)-approximation is NP-hard for every \(\epsilon>0\) [DS13; DS14].


Figure 16.2: (a) A Steiner tree instance constructed in the proof of Theorem 16.3.4 from a set cover instance \(S_{1}=\{1,2\}, S_{2}=\{1,3\}, S_{3}=\) \(\{2,3\}\) on \(U=\{1,2,3\}\). The weights are uniform. (b) An optimum solution that directly corresponds to an optimum solution \(S_{1} \cup S_{3}=U\) of the underlying set cover instance. (c) An optimum solution that does not directly correspond to an optimal solution of the underlying set cover instance.

Theorem 16.3.4 (Partially claimed by [RV99]). The Steiner tree problem in graphs is NP-complete, even on quasi-bipartite graphs with uniform weights.

Proof. Given a Steiner tree \(T\) for a graph \(G\), it can be verified in polynomial time that \(T\) spans the terminals and that its cost are bounded by \(k\). Thus the problem is in NP.
To show NP-hardness, we state a reduction from the set cover problem. It is illustrated in Figure 16.2.
Given a set cover instance ( \(n, S_{1}, \ldots, S_{m}\) ), construct a graph \(G\) with \(m+n+1\) vertices. Set \(n+1\) vertices to be terminals. Of these, \(n\) correspond to the \(n\) elements of \(U\) to be covered. The extra terminal \(r\) can be thought of as a 'root' from which the sets are selected. The \(m\) remaining Steiner vertices correspond to the \(m\) sets. Connect \(r\) to every Steiner vertex with weight 1 . For every \(S_{i}\), connect the Steiner vertex corresponding to it to all terminals corresponding to elements in \(S_{i}\), each time with weight 1 . Set \(k^{\prime}=n+k\) in the Steiner tree instance.
If there is a set cover of size at most \(k\), then there is a Steiner tree of weight \(n+k\) : Select the edges from \(r\) to the sets in the set cover, and select the \(n\) element terminals from them in an arbitrary fashion. Note that this is not necessarily the only optimal solution, see Figure 16.2 C for an example.
If there is a Steiner tree of weight at most \(n+k\) in the transformed instance, then there must be at least one Steiner vertex that is 'selected from the root' \(r\). If for some non-root terminal \(t\), more than one incident edge is selected (again, see Figure 16.2 c with \(t=2\) ), we apply the following algorithm: Let \((u, t)\) be a selected edge that goes to such a non-root terminal \(t\) such that \((r, u)\) is not selected. De-select \((u, t)\) and select \((r, u)\) instead. This is also a Steiner tree, and its cost stay the same. We can repeat the step until we end up with a Steiner tree of cost at most \(n+k\) that corresponds to a set cover of size at most \(k\).

NP-completeness for quasi-bipartite instances was claimed without proof by Rajagopalan and Vazirani [RV99], possibly with the above proof in mind. A proof of NP-completeness in general graphs with uniform weights can also be given via a reduction from 3-SAT [PSo2]. The following inapproximability result is due to by Chlebík and Chlebíková, it uses an inapproximability result of Håstad [Håsoi] for a system of linear equations over \(\{0,1\}\) with exactly three variables per equation, where the number of satisfied equations is to be maximized.

Theorem 16.3.5 ([CCo8]). It is NP-hard to approximate the Steiner tree problem in graphs within a factor of 1.01063 , even for claw-free instances, and within 1.00791 for uniformly quasi-bipartite instances.

The addition 'even for claw-free instances' is our observation - the gadgets in [CCo8, Figure 1] do not contain Steiner claws, and gadgets are only linked together at terminals [CCo8, Figure 3]. An interesting open question is if gadgets that contain Steiner claws lead to a better inapproximability factor.

An earlier inapproximability result due to Thimm [Thioz] is, according to [CCo8], flawed, but not necessarily beyond repair.

Lichtenstein [Lic82] shows that planar 3-SAT is NP-complete, i.e., a certain graph corresponding to the 3-SAT instance is planar. He suggests that this can be used to show NP-completeness of the Steiner tree problem on planar instances. In fact, the aforementioned reduction from 3-SAT to the Steiner tree problem can be analogously carried out for planar 3-SAT instances, which shows NP-completeness in the planar case.

Theorem 16.3.6 ([Lic82]+[PSo2]). The Steiner tree problem in planar graphs is NP-complete.

However, a PTAS does exist for the planar case [ВККо7].

\subsection*{16.4 OVERVIEW OF APPROXIMATION ALGORITHMS}

Based on an ILP, the so-called undirected cut formulation, it is possible to obtain a 2 -approximation for the Steiner tree problem in graphs with a primal-dual scheme [GW95] or iterative rounding [Jaio1]. The undirected cut relaxation has an integrality gap of two even for \(R=V\) (i.e., the minimum spanning tree problem) [Vazor]. Hence, it alone cannot be used to obtain an approximation factor of less than two.

Better approximation factors were achieved in a sequence of papers [KZ97; HP99], the best being \(1+\ln (3) / 2+\epsilon<1.55\) [RZoo; RZo5]. These algorithms are all combinatorial and use \(k\)-restricted components. We only discuss LP-based approximation algorithms in this thesis, some are also based on \(k\)-restricted components.

The bidirected cut relaxation, which will be introduced in the following section, is strictly stronger than the undirected cut relaxation
[CR94]. However, the best known upper bound on its integrality gap is also two, and the best known lower bound is 36/31 \(\approx 1.161\) (see Chapter 18). In quasi-bipartite instances, a (3/2+ \(\boldsymbol{1}\) )-approximation algorithm exists [RV99], it is a variant of the primal-dual scheme.

The open question whether there is an LP relaxation with integrality gap smaller than two was answered affirmatively by Byrka et al. [Byr+10; Byr+13]. Their algorithm approximately solves the hypergraphic LP relaxation (HYP, see Section 16.6), which is then used to sample a component of the graph. This component is contracted. The algorithm continues in the same way on the contracted graph until it has been contracted into a single vertex. Although their algorithm provides an approximation factor of \(\ln (4)+\epsilon \approx 1.39\), they were only able to show an integrality gap of at most \(1+\ln (3) / 2 \approx 1.55\). (An alternative proof of this gap was subsequently given by Chakrabarty et al. [CKPiob].) This discrepancy is due to the fact that the LP is solved after each contraction. Goemans et al. [Goe+12] show how to update the LP solution instead of re-solving, which shows an integrality gap of \(\ln (4)\) for \(H Y P\). However, solving \(H Y P\) exactly is NP-hard. \({ }^{2}\)

The special cases of quasi-bipartite and claw-free instances will be discussed in Section 17.3.

\subsection*{16.5 THE BIDIRECTED CUT RELAXATION}

In the bidirected cut relaxation \((B C R)\), we create an auxiliary directed graph that has two directed edges \((u, v),(v, u)\) for every \(u v \in E\), and there are variables \(z_{(u, v)}, z_{(v, u)}\). Both have the cost \(w(u v)\) of the original edge in the objective function. One vertex is chosen as the root terminal \(r\). The goal is to find an assignment to the variables \(x\) such that every cut \(S \subseteq V \backslash\{r\}, S \cap R \neq \varnothing\) is crossed by at least one edge. This ensures that there is a path from every terminal to the root. Let \(\delta^{+}(S)\) denote the set of directed edges \((u, v)\) with \(u \in S, v \notin S\). The bidirected cut relaxation is as follows.
\[
\begin{array}{ll}
\min & \sum_{u v \in E} w(u v)\left(z_{(u, v)}+z_{(v, u)}\right) \\
\text { s.t. } & \sum_{(u, v) \in \delta^{+}(U)} z_{(u, v)} \geq 1, \quad U \subseteq V \backslash\{r\}: U \cap R \neq \varnothing, \\
& z_{(u, v)}, z_{(u, v)} \geq 0, \quad u v \in E . \tag{16.3}
\end{array}
\]
\(B C R\) can be shown to equivalent for all choices of the root terminal [GM93]. Let us now adapt the generalized subtour elimination constraints (Subsection 14.1.1) to the Steiner tree problem:

2 The number of constraints in \(H Y P\) is exponential in the graph size. Hence, the fact that solving it is NP-complete (in the graph size) does not violate the widely believed hypothesis \(\mathrm{P} \neq \mathrm{NP}\) via a polynomial-time algorithm for solving LPs.
\[
\begin{array}{rlr}
\sum_{e \in E} x_{e} & =\sum_{v \in V \backslash\{r\}} y_{v}, \\
\sum_{e \in E[S]} x_{e} & \leq \sum_{v \in V} y_{v}-y_{t}, & t \in S, S \subseteq V: S \cap T \neq \varnothing \\
y_{t} & =1, & t \in R \\
x_{e} & \geq 0, & e \in E \\
y_{v} & \geq 0, & v \in V . \tag{16.8}
\end{array}
\]

Note that Constraint (16.5) for \(S=V\) implies \(y_{v} \leq 1\) for all \(v \in V\), otherwise the cardinality constraint (16.4) would be violated for the maximum \(y_{t}[\mathrm{Fel}+16]\). Goemans and Myung compared the strength of BCR and GSEC.

Theorem 16.5.1 ([GM93]). BCR and GSEC (as in (16.4)-(16.8)) are polyhedrally equivalent.

The conversion from a feasible \(B C R\) solution to a GSEC solution of the same value is simply the projection \(x_{u v}=x_{(u, v)}+x_{(v, u)}\) and \(y_{u}=\sum_{(u, v) \in \delta^{+}(\{u\})} z_{(u, v)}\) for \(u \in V \backslash\{r\}\).

Edmonds proves the following for the minimum spanning tree problem.

Theorem 16.5.2 ([Edm67]). For a Steiner tree problem instance with \(R=\) \(V\), the polyhedron of GSEC is integral.

This also shows that the \(B C R\) polyhedron is integral [ \(B y r+13]\), and hence \(B C R\) has a smaller integrality gap (namely, 1) than the undirected cut formulation for \(R=V\). However, in general, the best known upper bound is two, although it is believed that this is not tight [RV99].

\subsection*{16.6 THE HYPERGRAPHIC RELAXATION}

The hypergraphic relaxation was introduced by Warme [War98]. It is a generalization of the subtour constraints to hypergraphs.

A component is a tree in \(G\) where all terminals contained in the tree are leaves. If in addition, every leaf of the tree is a terminal, it is called a full component. Let \(\mathcal{K}\) denote the set of full components, and create a variable \(x_{C}\) for all \(C \in \mathcal{K}\). Let \(R(C)\) denote the set of terminals in C. The cost \(c(C)\) of a full component \(C\) is the cost of a minimum


Figure 16.3: A Steiner tree that is the edge-disjoint union of three full components (dashed and dotted in red, blue and black).

Steiner tree in the component. For any \(t \in \mathbb{R}\), let \((t)_{0}^{+}=\max (0, t)\). The hypergraphic relaxation (HYP) is
\[
\begin{array}{ll}
\min & \sum_{C \in \mathcal{K}} c(C) x_{C} \\
\text { s.t. } & \sum_{C \in \mathcal{K}} x_{C}(|R(C) \cap S|-1)_{0}^{+} \leq|S|-1, \quad \varnothing \neq S \subseteq R \\
& \sum_{C \in \mathcal{K}} x_{C}(|R(C)|-1)=|R|-1, \\
& x_{C} \geq 0, \quad C \in \mathcal{K} . \tag{16.12}
\end{array}
\]

In a full Steiner tree for a subset \(R^{\prime} \subseteq R\) of terminals the leaves are exactly \(R^{\prime}\). Without loss of generality, we can assume that all leaves of a Steiner tree are terminals because a Steiner leaf can be safely removed. \({ }^{3}\) A full Steiner tree can be written as a union of edge-disjoint full components (see Figure 16.3 for an example). Moreover, the union of full components selected in a feasible integral solution of (16.10)(16.12) form a full Steiner tree. The objective value of an integral feasible solution is exactly the cost of the corresponding full Steiner tree.
The directed component relaxation (DCR) is the directed analog of the hypergraphic relaxation. It was introduced by Polzin and Vahdati Daneshmand [PDo3] and was subsequently used by Fung et al. [Fun+12] and Byrka et al. [Byr+13].
Let \(\mathcal{C}\) denote the set of all pairs \(C=\left(r^{\prime}, R^{\prime}\right)\) with \(R^{\prime} \subseteq R\) and \(r^{\prime} \in R^{\prime}\), the directed components. We interpret \(C\) to be the minimum Steiner tree on \(R^{\prime}\) with total cost \(c(C)\) and all edges directed towards the \(\operatorname{sink} r^{\prime}\), i.e., an arborescence rooted at \(r^{\prime}\) with the direction of edges reversed. For a set \(S \subseteq R\), we say that \(C\) crosses \(S\) if \(r^{\prime} \notin S\), and \(S \cap R^{\prime} \neq \varnothing\). Let \(\delta^{+}(S)\) denote the set of directed components that cross \(S\).
Fix an arbitrary root \(r \in R\). The directed component relaxation ( \(D C R\) ) is

\footnotetext{
3 Note that a minimum Steiner tree can only have such vertices if their incident edges have weight zero.
}
\[
\begin{array}{ll}
\text { min } & \sum_{C \in \mathcal{C}^{k}} c(C) x_{C} \\
\text { s.t. } & \sum_{C \in \delta^{+}(S)} x_{C} \geq 1, \\
& x_{C} \geq 0, \tag{16.15}
\end{array} \quad \subset \neq S \subseteq R \backslash\{r\},
\]

Every Steiner tree, when viewed as an (inverted) arborescence, can be written as a union of edge-disjoint directed components. The components selected in a feasible integral solution form an arborescence. If the solution is optimal, the union of the minimum Steiner trees corresponding to these components form a minimum Steiner tree.

Theorem 16.6.1 ([PDo3; CKP1oa]). DCR and HYP are polyhedrally equivalent.

If we only consider components \(\left(r^{\prime}, R^{\prime}\right)\) with \(\left|R^{\prime}\right| \leq k\), we obtain the set \(\mathcal{C}^{k}\) of directed component of maximum size \(k\), the \(k\)-restricted directed components, and denote the restricted ILP as \(D C R^{k}\). Since there are at most \(\binom{|V|}{k}\) subsets of \(R\) of size \(k\), we have \(\left|\mathcal{C}^{k}\right| \in \mathcal{O}\left(k n^{k}\right)\). An optimum Steiner tree of a \(k\)-restricted undirected component can be computed with the Dreyfus-Wagner algorithm [DW71] in polynomial time if \(k\) is a fixed constant. Moreover, in this case \(D C R^{k}\) can be solved in polynomial time. To this end, \(D C R^{k}\) can be re-formulated as a multi-commodity flow problem with polynomially many constraints. This can then be solved with a (strongly) polynomial-time linear programming algorithm [Byr+13]. Solving \(D C R\) exactly for \(k=|V|\) is NP-hard in general [Goe+12].

The following (rephrased) theorem of Borchers and Du shows that solving the \(k\)-restricted LP exactly yields a good approximation.

Theorem 16.6.2 ([BD97]). Let \(k=2^{r}+s\) with \(r \in \mathbb{N}, s<2^{r}\) be fixed. Let \(\rho_{k}\) denote the supremum among all Steiner tree instances of the ratio of the optimal value of \(D C R^{k}\) and the cost of an optimal Steiner tree. Then
\[
\rho_{k}=\frac{(r+1) 2^{r}+s}{r 2^{r}+s} \leq 1+\frac{1}{\left\lfloor\log _{2} k\right\rfloor}
\]

To obtain a \((1+\epsilon)\)-approximation to \(D C R\), one thus sets \(k \in \Theta\left(2^{1 / \epsilon}\right)\). If, for example, one sets \(k=64\), then the ratio is rather reasonable with \(7 / 6=1.1 \overline{6}\). However, solving the LP then becomes too demanding in practice. Beyer and Chimani [BC14] report surprisingly good results for the algorithm by Goemans et al. [Goe+12] for \(k=3\left(\rho_{3}=5 / 3\right)\) in terms of both quality and runtime.

ITERATIVERANDOMIZED ROUNDING

\section*{17}

\subsection*{17.1 THE ALGORITHM OF BYRKA ET AL.}

Algorithm 17.1, due to Byrka et al. [Byr+10; Byr+13], solves \(D C R\) approximately (via \(D C R^{k}\) ), chooses a directed component \(C\) with probability proportional to value \(x_{C}\), and contracts it. This is repeated on the contracted graph until a single terminal remains. A contraction
```

Algorithm 17.1: $(\ln 4+\epsilon)$-approximation algorithm for the
Steiner tree problem in graphs by Byrka et al.
Input: An edge-weighted simple graph $G=(V, E)$ and $\epsilon>0$.
Output: A collection of full components whose union is a
Steiner tree.
for $t=1,2, \ldots$ do
Compute a ( $1+\epsilon / 2$ )-approximate solution $x$ to $D C R$
$C^{t} \leftarrow$ draw one component $C \in \mathcal{C}_{k}$ with probability $\frac{x_{C}}{\sum_{C^{\prime} \prime \mathcal{C}_{k}} x_{C^{\prime}}}$
$G \leftarrow G / C^{t}$
if $|V|=1$ then
return $\bigcup_{i=1}^{t} C^{i}$

```

G/C of a directed component \(C\) collapses the vertices of \(C\) into the sink of \(C\). The sink inherits the edges incident to \(C\). If this results in multiple edges from the sink to the same vertex outside \(C\), all but the cheapest are removed.

The algorithm can be derandomized [Byr+13]. The randomized algorithm is also treated in a recent edition of a textbook by Korte and Vygen [KV18]. Goemans et al. [Goe+12] show how to keep a feasible solution to the LP throughout the algorithm in order to avoid re-solving the LP. This establishes the approximation factor as an integrality gap upper bound for HYP. Additionally, it provides a computational advantage, which is the reason why this variant was chosen by Beyer and Chimani for an implementation [BC14]. Note that the number of terminals decreases with every iteration, hence the algorithm runs in polynomial time.

A Steiner tree \(S\), without loss of generality a full Steiner tree, can be turned into a rooted full (but possibly noncomplete) binary tree of the same cost by introducing dummy vertices and zero-cost edges such that its leaves are exactly the terminals [KZ97; Byr+13]. The height of this tree can be shown to be at most \(|R|-1\). We will assume in the following that the optimum Steiner tree \(S^{*}\) is such a tree; the upper
bounds we will obtain are upper bounds for the original tree. It helps for an easier understanding to imagine that \(S^{*}\) is complete.
Let us review the analysis of Byrka et al. As \(\epsilon>0\) is fixed, there is a number \(M\) polynomial in the input size \({ }^{1}\) such that
\[
\sum_{C \in \mathcal{C}^{t}} x_{C}^{t} \leq M
\]
and we can require this to hold with equality in our analysis by introducing a zero-cost dummy component \(\bar{C}\) into \(\mathcal{C}\) that consists of the root terminal. The corresponding variable \(x_{\bar{C}}\) will provide the missing probability mass. The modified algorithm may sample this component, and contraction of it does not change the graph. Hence, the algorithm could perform some idle iterations (it could potentially run endlessly), but has the same expected objective value. Furthermore, the expected number of iterations until an edge is contracted is bounded from above by that number in the modified algorithm.

Let us consider the expected cost of the solution the modified algorithm returns. Let \(O P T^{t}\) and \(O P T_{f}^{t}\) denote the cost of the minimum Steiner tree and the cost of the optimum fractional \(D C R\) solution in the \(t\)-th iteration, respectively. We state the relevant sampling iterations in the subscript of the expected values \({ }^{2}\) and in the superscript of \(x_{C}^{t}, \mathcal{C}_{k^{\prime}}^{t}\) the solutions and the set of \(k\)-restricted components on the contracted graph in iteration \(t\).
\[
\begin{align*}
\sum_{t \geq 1} \mathbf{E}_{t}\left[c\left(C^{t}\right)\right] & \leq \sum_{t \geq 1} \mathbf{E}_{t-1}\left[\sum_{C \in \mathcal{C}_{k}^{t}} \frac{x_{C}^{t}}{M} c(C)\right] \\
& \leq \frac{1}{M} \sum_{t \geq 1} \mathbf{E}_{t-1}\left[(1+\epsilon / 2) O P T_{f}^{t}\right] \\
& \leq \frac{1+\epsilon / 2}{M} \sum_{t \geq 1} \mathbf{E}_{t-1}\left[O P T_{f}^{t}\right] \\
& \leq \frac{1+\epsilon / 2}{M} \sum_{t \geq 1} \mathbf{E}_{t-1}\left[O P T^{t}\right] \tag{17.1}
\end{align*}
\]

Let \(S^{*}\) denote an optimal (without loss of generality, binary) Steiner tree for the instance with cost \(O P T=\sum_{e \in \mathcal{S}^{*}} \mathcal{C}(e)\). The deletion time \(D(e)\) of an edge \(e \in S^{*}\) is the number of iterations the algorithm takes until the edge is removed by a contraction. After all edges of \(S^{*}\) have been deleted, it is guaranteed the graph has been contracted into a single terminal. Let \(S^{1}=S^{*}\), and let \(S^{t}\) be \(S^{t-1}\) minus the edges in the \(t\)-th sampled component (and possibly duplicate edges that are eliminated). For any \(t^{\prime} \geq 1\) the graph
\[
S^{t^{\prime}} \cup \bigcup_{t=1}^{t^{\prime}-1} C^{t}
\]

\footnotetext{
\({ }_{1}\) Chakrabarty et al. [CKPioa] show that the support of a basic feasible solution has cardinality at most \(|R|\), hence this can be used as an upper bound.
\(2 \mathrm{E}_{0}[\cdot]\) means that no previous sampling has occured.
}
spans \(R\). For the cost, we have
\[
\begin{align*}
\sum_{t \geq 1} \mathbf{E}_{t}\left[c\left(C^{t}\right)\right] & \stackrel{(17.1)}{\leq} \frac{1+\epsilon / 2}{M} \sum_{t \geq 1} \mathbf{E}_{t-1}\left[O P T^{t}\right] \\
& \leq \frac{1+\epsilon / 2}{M} \sum_{t \geq 1} \mathbf{E}_{t-1}\left[c\left(S^{t}\right)\right] \\
& =\frac{1+\epsilon / 2}{M} \sum_{e \in S^{*}} \mathbf{E}[D(e)] c(e), \tag{17.2}
\end{align*}
\]
since an edge \(e\) is part of \(S^{t}\) if and only if it survives the first \(t-1\) iterations. If we can bound \(\mathbf{E}[D(e)] \leq \alpha \cdot M\) for every \(e \in E\) for some \(\alpha \leq 2\), we get
\[
\sum_{t \geq 1} \mathbf{E}_{t}\left[c\left(C^{t}\right)\right] \stackrel{(17.2)}{\leq} \frac{1+\epsilon / 2}{M} \frac{\alpha}{M} \sum_{e \in S^{*}} c(e) \leq(\alpha+\epsilon) O P T,
\]
the desired approximation factor.
In order to keep track of the edges that are deleted in the course of the algorithm, an artificial witness tree that spans the terminals will be constructed for the analysis. For now, let \(W\) be any choice of such a tree. An example can be seen in Figure 17.1a on page 193. Each edge \(e=(u, v) \in S^{*}\) partitions the terminals \(R\) into two sets, the terminals \(R_{u}\) that are connected by the subtree of \(S^{*}\) rooted at \(u\) and the terminals \(R_{v}\) connected by the subtree of \(S^{*}\) rooted at \(v\). The witness edges \(W(e) \subseteq W\) are the edges in the witness tree that go between terminals of \(R_{u}\) and \(R_{v}\), hence they model how \(e\) connects the terminals. More precisely,
\[
W(e):=\left\{u v \in W \mid e \text { is on the path from } u \text { to } v \text { in } S^{*}\right\} .
\]

When a component is sampled and contracted by the algorithm, a corresponding (random) subset of \(W\) is marked for the analysis. As soon as all edges \(W(e)\) have been marked, we can conclude that \(e \in S^{*}\) has been contracted, which has brought us closer to termination. The expected time until this happens is an upper bound for \(\mathbf{E}[D(e)]\).

Given a directed component \(C\) with terminals \(S\), which witness edges can be marked that correspond to the connectivity that \(C\) provides?

Definition 17.1.1. For a witness tree \(W\) and \(R^{\prime} \subseteq R\), the family of bridge sets is
\[
\mathcal{B}_{W}\left(R^{\prime}\right):=\left\{B \subseteq W \mid(W \backslash B) / R^{\prime} \text { is a tree }\right\} .
\]

The following technical lemma, absent from [Byr+13], establishes correctness of the marking procedure.

Lemma 17.1.2 ([KV18]). Let \(W=: W_{0}\) be a tree on \(R, t \in \mathbb{N}\), and \(C^{1}, \ldots, C^{t} \in \mathcal{C}^{k}\). For \(i=1, \ldots, t\), let \(B_{i} \in \mathcal{B}_{W_{i-1} / C_{1} / \ldots / C_{i-1}}(R)\) and
\(W_{i}:=W_{i-1} \backslash B_{i}\). Then all terminals are in the same connected component of
\[
\left\{e \in E\left(S^{*}\right) \mid W(e) \cap W_{t} \neq \varnothing\right\} / C_{1} / \ldots / C_{t} .
\]

Byrka et al. consider a random variable \(W\), i.e., the witness tree is chosen from a certain probability distribution of trees on \(\binom{R}{2}\). In our opinion, both the reasoning behind the overall analysis and the specific choice of the witness tree distribution of Byrka et al. are rather obscure. We therefore give an attempt at an intuitive explanation and will postpone specific witness tree distributions to the following sections. A witness tree chosen deterministically without regard to the cost of the edges in \(S^{*}\) would be prone to an 'adversary' that chooses the edge cost in order to maximize deletion times of costly edges. Thus for an analysis that does not assume anything about the edge cost, the risk is spread out over a distribution of witness trees. Note that a witness tree edge influences the size \(|W(e)|\) of several edges \(e \in S^{*}\).
Byrka et al. choose a witness tree distribution that we shall describe as the result of a greedy randomized algorithm. This algorithm prefers edges for \(W\) that connect terminals close to each other. This ensures that overall, the sizes \(|W(e)|\) are small with a high probability for each \(e \in S^{*}\). However, \(W(e)\) can be large with a small probability as well, this helps to keep \(W\left(e^{\prime}\right)\) small for other edges \(e^{\prime} \neq e\). We shall see in Theorem 17.1.5 that the expected time until all edges in a subset of \(W\) are marked depends logarithmically on the size of the set: Because the logarithm increases slowly, we should assign smaller, but non-zero probabilities to larger sets for an optimal balance.
Byrka et al. never state why they choose their specific distribution, and if it is (in the cost-oblivious sense) optimal, at least asymptotically with growing tree height.
Once the distribution has been chosen, Byrka et al. show that every edge \(e \in W\) is marked with probability at least \(1 / M\) in an iteration of the algorithm. It is important to stress that the algorithm does not mark the edges of \(W\). Rather, the random marking is performed in the analysis in such a way that the probability bound of \(1 / M\) holds. As we understand it, this is an existential argument that the randomness of the algorithm can be captured with respect to an arbitrary witness tree distribution by choosing suitable distributions for the marking procedure (which are never explicitly used in the analysis).
In order to do so, we need to relate the cost of a terminal spanning tree (in particular, our witness tree \(W\) ) to the cost of any fractional \(D C R\) solution.

Lemma 17.1.3 (Bridge Lemma, [Byr+13]). Let \(W\) be a terminal spanning tree and \(x\) be a feasible solution to DCR. Let
\[
b r_{W}(C):=\max \left\{c(B) \mid B \in \mathcal{B}_{W}(R(C))\right\} .
\]

Then
\[
c(W) \leq \sum_{C \in \mathcal{C}} x_{C} b r_{W}(C)
\]

A sketch of the proof is as follows. First, a terminal spanning tree is constructed for every component \(C\) of weight \(b r_{W}(C)\). From these terminal spanning trees, a fractional solution \(y: R \times R \rightarrow \mathbb{R}_{0}^{+}\)to \(B C R\) of cost
\[
c(y)=\sum_{e \in R \times R} w(e) y(e)=\sum_{C \in \mathcal{C}} x_{C} b r_{W}(C)
\]
is constructed. By Theorem 16.5.2, BCR is integral for terminal spanning trees, hence there is an integral optimal \(B C R\) solution, i.e., a terminal spanning tree \(T\). The cost of \(T\) can be shown to be a most \(c(y)\).

We now give the existential lemma for the marking procedure.
Lemma 17.1.4 ([Byr+13]). Let \(W \subseteq\binom{R}{2}\) be a tree on \(R\). There is a probability distribution
\[
\overline{B r}_{W}: \mathcal{B}_{W}(C) \rightarrow[0,1]
\]
such that each edge \(e \in W\) is marked with probability at least \(1 / M\) in each iteration.

The proof is by contradiction, we give a sketch. Assuming there are no such probability distributions \(\overline{B r}_{W}(\cdot)\), Farkas's Lemma (Corollary 2.11.7) would imply the existence of a vector \((y, c) \in \mathbb{R}^{|\mathcal{C}| \times|W|}\) such that
\[
\sum_{C \in \mathcal{C}} x_{C} b r_{W}(C) \leq \sum_{C \in \mathcal{C}} y_{C}<\sum_{e \in W} c_{e}=c(W),
\]
contradicting the Bridge Lemma 17.1.3.
Using the previous lemma, it is shown that all edges of \(W(e)\) are marked within a small number of iterations. This is a variant of the Coupon collector problem (see Subsection 2.4.1):

Lemma 17.1.5 \(([\operatorname{Byr}+13])\). Let \(\tilde{W} \subseteq W\). For the number \(X(\tilde{W})\) of iterations until all edges in \(\tilde{W}\) are marked, we have
\[
\begin{equation*}
\mathbf{E}[X(\tilde{W})] \leq H_{|\tilde{W}|} \cdot M, \tag{17.4}
\end{equation*}
\]
where \(H_{n}\) is the \(n\)-th Harmonic number.
The proof is by induction over \(|\tilde{W}|\). We now have the necessary tools to prove approximation factors for a given witness tree distribution. For convenience in the following sections, we provide Table 17.1 on the next page with the first six values of \(H_{n}\).

Table 17.1: The first six harmonic numbers.
\begin{tabular}{rcccccc} 
Harmonic Number & \(H_{1}\) & \(H_{2}\) & \(H_{3}\) & \(H_{4}\) & \(H_{5}\) & \(H_{6}\) \\
\hline Fraction & 1 & \(\frac{3}{2}\) & \(\frac{11}{6}\) & \(\frac{25}{12}\) & \(\frac{137}{60}\) & \(\frac{49}{20}\) \\
Decimal value & 1 & 1.5 & \(1.8 \overline{3}\) & \(2.08 \overline{3}\) & \(2.28 \overline{3}\) & 2.45 \\
\hline
\end{tabular}

\subsection*{17.2 WITNESS TREE DISTRIBUTIONS}

Byrka et al. choose the following witness tree distribution. Recall that \(S^{*}\) is a full binary tree of height \(h \leq|R|-1\). For every Steiner vertex in \(S^{*}\), choose one of its edges to its two children with equal probability. Let \(B\) denote the set of chosen edges, and let \(P_{u v}\) denote the unique path from \(u\) to \(v\) in \(S^{*}\). The witness tree is chosen as
\[
\begin{equation*}
W=\left\{\left.u v \in\binom{R}{2}| | P_{u v} \cap B \right\rvert\,=1\right\} . \tag{17.5}
\end{equation*}
\]

An example is given in Figure 17.1a on the facing page. Such a witness tree \(W\) on a complete Steiner tree of a given height \(h\) always has the same structure up to isomorphism. In particular, the set of witness set sizes \(\{|W(e)|\}_{e}\) of edges \(e\) on a given level \(l\) are the same for every complete Steiner tree.

Lemma 17.2.1 ([Byr+13]). Let \(W\) be chosen on a Steiner tree \(S^{*}\) as in Equation (17.5). Then for every edge \(e \in S^{*}\) at level \(l_{e} \leq|R|-1\) (where edges incident to the root are at level one), we have
\[
\operatorname{Pr}[|W(e)|=q]= \begin{cases}1 / 2^{q}, & \text { if } 1 \leq q<l_{e}  \tag{17.6}\\ 2 / 2^{q}, & \text { if } q=l_{e} \\ 0, & \text { otherwise }\end{cases}
\]

We give an alternative way of generating this distribution.
Proof for complete Steiner trees \(S^{*}\). We describe a randomized greedy algorithm to construct a witness tree \(W\), and use the following nomenclature. Let \(S\) be a proper subtree of \(S^{*}\) rooted at \(r_{S}\), and let \(p\) denote the parent of \(r_{S}\). The subtree \(S^{\prime}\) rooted at \(p^{\prime}\) s other child is the neighboring subtree of \(S\).
The algorithm starts at the leaves of \(S^{*}\) (the terminals) and works upward through the tree. Every subtree \(S\) is linked to its neighboring subtree \(S^{\prime}\) by a \(W\)-edge between a leaf of \(S\) and a leaf of \(S^{\prime}\). Between all leaves of \(S\) with maximum degree in the current \(W\), we choose one uniformly at random, the same is done for \(S^{\prime}\). Once all subtrees at level \(l\) have been connected to their neighbor, we proceed with the


Figure 17.1: (a) A witness tree (blue arcs) of the Byrka distribution for an optimal binary Steiner tree \(S^{*}\). The cardinalities \(W(e)\) are shown on the edges of \(S^{*}\). One edge \(e \in S^{*}\) is shown in bold, the set \(W(e)\) of its witness edges is also shown in bold. (b) A modification of the witness tree as described in the proof of Theorem 17.2 .6 is shown. The dotted witness edge \(\left(t_{2}, t^{\prime}\right)\) is removed and the bold edge \(\left(t_{1}, t^{\prime}\right)\) is added. The total witness set sizes per level stay the same except for the topmost level, and they are favorable.
subtrees at level \(l-1\) in the same fashion. There are exactly two leaves of maximum degree in \(W\) in every subtree (not counting a single terminal as a subtree) before the next step. Note that the lowest level is chosen deterministically: there is only one terminal in the subtree, which is linked to the neighboring terminal via an edge.

Since the tree is complete, the sizes of \(W(e)\) are identically distributed for all edges \(e\) on the same level. This follows inductively from the construction: If we have identical distributions on a level \(l\), then the uniform selection process ensures this on level \(l-1\). As the lowest level is chosen deterministically, its set sizes are identically distributed in particular.

The probabilities \(\operatorname{Pr}[|W(e)|=q]\) in the complete case are now easily calculated from the following argument: With every level \(l\), the witness set sizes are set to one for level \(l\) by the construction in the algorithm, and the set sizes on the levels below increase by one on exactly half
the edges whose set size is maximum on that level in the current \(W\). Therefore, the probabilities are as claimed.

The rationale behind the algorithm in the above proof is as follows. An edge \(u v\) in \(W\) that has a long path \(P_{u v}\) in \(S^{*}\) is undesirable, as it adds to the size of many sets \(W(e)\). Hence, neighboring subtrees are chosen in order to keep the pathlength small. Which terminal should be chosen for connecting two subtrees? The pathlengths are the same for all choices if \(S^{*}\) is complete. As the time until all edges in a set \(\tilde{W} \subseteq W\) are marked increases logarithmically with the size of the set by Lemma 17.1.5, we should greedily select the vertices that have the highest degree.

It is easy to see from the iterative construction that the topmost \(k\) levels of the (transformed) Steiner tree \(S^{*}\) have the same witness set sizes as a Steiner tree of height \(k\), assuming completeness for both. The lowest level has the highest witness set sizes on average, and hence determines the maximum expected deletion time. Note also that the maximum degree in \(W\) is exactly the height \(h\) of the tree.

Let us now prove the main result of Byrka et al.
Theorem 17.2.2 ([Byr+13]). There is a randomized polynomial-time approximation algorithm for the Steiner tree problem in graphs with expected approximation factor \(\ln (4)+\epsilon<1.3863+\epsilon\) for every \(\epsilon>0\).

Proof. From complex analysis one knows the function
\[
L i_{1}(z)=\ln (1 /(1-z))=\sum_{q \geq 1} z^{q} q^{-1}
\]

Therefore,
\[
\begin{equation*}
\sum_{q \geq 1} \frac{1}{2^{q-1}} q^{-1}=2 \ln \left(\frac{1}{1-\frac{1}{2}}\right)=\ln (4) . \tag{17.7}
\end{equation*}
\]

Let \(D(e)=\max \left\{t \mid e \in S^{t}\right\}\) denote the iteration in which \(e\) is deleted. By Lemmata 2.4.8 and 17.1.5 the expected deletion time of \(e \in S^{*}\) is
\[
\begin{aligned}
\mathbf{E}[D(e)] & =\sum_{q=1}^{k_{e}} \operatorname{Pr}[|W(e)|=q] \mathbf{E}[D(e)| | W(e) \mid=q] \\
& \leq \sum_{q=1}^{k_{e}} \operatorname{Pr}[|W(e)|=q] H_{q} M \\
& \stackrel{(17.6)}{\leq} \sum_{q=1}^{k_{e}}\left(\frac{1}{2}\right)^{q} H_{q} M+2 / 2^{k_{e}} H_{k_{e}} M \\
& \leq \sum_{q \geq 1}\left(\frac{1}{2}\right)^{q} H_{q} M \\
& =M \sum_{q \geq 1} \frac{1}{q} \sum_{i \geq 0}\left(\frac{1}{2}\right)^{q+i}
\end{aligned}
\]
\[
\begin{aligned}
& =M \sum_{q \geq 1} \frac{1}{q}\left(\frac{1}{2}\right)^{q-1} \\
& \stackrel{(17.7)}{=} M \ln (4) .
\end{aligned}
\]

Therefore, the expected cost of the solution returned by the modified algorithm satisfy
\[
\begin{align*}
& \mathbf{E}\left[\sum_{t \geq 1} c\left(C^{t}\right)\right]=\sum_{t \geq 1} \mathbf{E}_{t}\left[c\left(C^{t}\right)\right] \stackrel{(17 \cdot 3)}{\leq} \frac{1+\epsilon / 2}{M} \sum_{e \in S^{*}} \mathbf{E}[D(e)] c(e) \\
& \leq(\ln (4)+\epsilon) O P T \tag{17.8}
\end{align*}
\]
and this bound also holds for Algorithm 17.1 on page 187.
The algorithm can be derandomized.
Theorem 17.2.3 ([Byr+13]). There is a polynomial-time approximation algorithm for the Steiner tree problem in graphs with approximation factor \(\ln (4)+\epsilon<1.3863+\epsilon\) for every \(\epsilon>0\).

Byrka et al. further prove that 1.55 is an upper bound on the integrality gap of HYP. A short proof of this was provided by Chakrabarty et al. [CKPiob].

As described earlier, Goemans et al. modify the algorithm such that \(D C R\) is not re-solved after each contraction. Instead, a feasible solution to the original LP is maintained by a greedy procedure on a certain matroid. The approximation factor then establishes a gap upper bound.

Theorem 17.2.4 ([Goe+12]). The integrality gap of DCR is at most \(\ln (4)\).
Since Byrka et al. do not provide insight how they came to chose their distribution in the general case, or if it is the optimal choice, we tried to come up with a better choice.

Proposition 17.2.5. There is a witness tree distribution \(\tilde{W}\) on a complete binary Steiner tree of four terminals with \(\max _{e \in E} \mathbf{E}[D(e)]=32 / 26 M<\) \(1.231 M\), as opposed to the bound \(1.25 M\), which one obtains from (17.4) with the Byrka distribution.

Proof. The distribution of Byrka et al. consists of four trees of probability \(1 / 4\) each. In each such tree \(W\), there are two 'terminal edges' (i.e., edges incident to a terminal) with \(|W(e)|=2\) and two 'Steiner edges' (i.e., incident to a Steiner vertex) with \(|W(e)|=1\) (see Figure 17.2a on page 197). Hence,
\[
\mathbf{E}[D(e)]=M \cdot H_{1}=M .
\]
for Steiner edges and for edges \(e\) incident to a terminal, we have
\[
\mathbf{E}[D(e)]=M\left(\frac{2}{4} H_{1}+\frac{2}{4} H_{2}\right)=M \cdot \frac{5}{4}=1.25 M .
\]

In addition to these trees, we consider the four trees where one terminal has degree three, each with probability \(1 / 4\) (see Figure \(17.2 b\) on the next page). In each such tree \(W^{\prime}\), there are three terminal edges with \(\left|W^{\prime}(e)\right|=H_{1}\) and one with \(\left|W^{\prime}(e)\right|=H_{3}\). The Steiner edges both have \(\left|W^{\prime}(e)\right|=H_{2}\). For edges incident to a terminal vertex, we thus have
\[
\mathbf{E}[D(e)]=M\left(\frac{3}{4} H_{1}+\frac{1}{4} H_{3}\right)=M \cdot \frac{29}{24}=1.208 \overline{3} M
\]

For edges between Steiner vertices, we have
\[
\mathbf{E}[D(e)]=M \cdot H_{2}=\frac{3}{2} M .
\]

A convex combination of the two distributions yields a mixture distribution, which is advantageous. \({ }^{3}\) Let us choose the Byrka distribution with probability \(x\) and with probability \((1-x)\) the latter degree-3 distribution. For terminal edges, we obtain
\[
\frac{5}{4} x+\frac{29}{24}(1-x)
\]
and for the Steiner edges, we have
\[
x+\frac{3}{2}(1-x) .
\]

We equate the two, because if one of the two terms were strictly larger than the other, we could decrease the maximum of the two by shifting mass from or to \(x\). By solving this equality for \(x\) one obtains the optimum objective \(32 / 26<1.231\) at \(x=7 / 13\).

In fact, we can also describe a distribution which is better than the one by Byrka et al. for all heights (on complete trees), but only equally good in the limit.
Proposition 17.2.6. For every complete binary Steiner tree S* of height \(h \geq\) 2 there is a witness tree distribution \(\tilde{W}\) for which the expected deletion time bound (17.4) of each edge is smaller than the maximum expected deletion time bound for the Byrka distribution.

Proof. Consider the random witness tree \(W\) that the greedy randomized algorithm outputs. There are two terminals \(t_{1}, t_{2}\) of maximum degree in \(W\), and there is an edge \(\left(t_{1}, t_{2}\right) \in W\). Note that the set sizes on the path from \(t_{1}\) to the root and on the path from \(t_{2}\) to the root are the same (see Figure 17.1a on page 193 for an example).

Let us modify the tree as follows for a distribution \(W^{\prime}\) (Figure 17.1b on page 193). Choose one of the two said terminals uniformly at

3 There are \(4^{4-2}=16\) possible terminal spanning trees, but the remaining eight are clearly worse than the ones presented. Hence, by computing the optimum distribution on the eight trees mentioned, we obtain the optimum approximation factor one can get from a cost-oblivious analysis.


Figure 17.2: (a) The four equiprobable witness trees from the distribution proposed by Byrka et al. The expected number of iterations until all edges in \(W(e)\) are marked, divided by \(M\), is shown on each edge \(e\). (b) Four witness trees where the expected deletion time is smaller on the edges of the lower level, yet larger on the edges of the upper level.
random, say \(t_{2}\). It has an edge in \(W\) to a terminal \(t^{\prime}\) whose degree is one less. Delete the edge \(\left(t_{2}, t^{\prime}\right)\) and add the edge \(\left(t_{1}, t^{\prime}\right)\) in \(W\). From the logarithmic nature of the marking procedure (Lemma 17.1.5) it follows that the lowest level has improved because the largest set size was once increased and once decreased, and the other set sizes are unaffected. The levels above do change: Let \(T_{2}\) be the smallest subtree that contains both \(t_{2}\) and \(t^{\prime}\), it has height \(h-1\) by construction. The set sizes on the path from \(t_{2}\) to its subtree root \(r_{2}\) of \(T_{2}\) decrease by one. The set sizes on the path from \(t^{\prime}\) to \(r_{2}\) do not change. Likewise, the set sizes on the path from \(t_{1}\) to the root \(r_{1}\) of the containing subtree \(T_{1}\) increase by one. Again, this means that these levels improve because of the logarithmic nature of the expected deletion time. The topmost level remains: In the original distribution \(W\), both set sizes are always one. They both increase to two, hence we have an expected deletion time of \(H_{2} \cdot M=1.5 M\) on each of them in \(W^{\prime}\).
We now create a mixture distribution \(\tilde{W}\) : Choose the modified distribution \(W^{\prime}\) with some probability \(0<p<2(\ln 4-1)<0.773\), and the original one \(W\) by Byrka et al. with probability \(1-p\). The optimum choice for \(h=2\) is exactly \(p=6 / 13\) (see the proof of Proposition 17.2.5). For \(h \geq 4\), the maximum expected set size for \(W\) is greater than \(4 / 3\). Choosing, say, \(p=2 / 3\) results in better expected deletion times on all levels in \(\tilde{W}\) : the expected sizes on the topmost level become \(2 / 3 \cdot H_{2}+1 / 3 H_{1}=4 / 3\). (Note that this is significantly better than the limit upper bound \(\ln 4\) of the maximum expected size in \(W\).) The lower levels improve slightly because \(p>0\). For \(h=3\), the maximum expected size for \(W\) is \(4 / 3\), and \(p\) can be chosen suitably to improve over it.

Unfortunately, the improvement vanishes as the tree height grows to infinity. Is there hope to get an improvement in the limit? We think the answer is no. A heuristic argument is as follows. Let \(\alpha<\ln 4\) be arbitrarily close. There is a complete binary tree of some (minimal) height \(h\) such that the expected deletion times on the lowest level are at least \(\alpha M\) in the Byrka distribution. Now increase the tree height further, say, to \(h^{\prime}=2^{2^{h}}\). Now only the first \(h\) levels have an average expected deletion time less than \(\alpha M\), as the average set sizes increase with every level. This means that if we wish to modify \(W\) in order to get the average expected deletion time below \(\alpha M\) on the lower levels, we would have to move the burden to the \(h\) topmost levels as in Propositions 17.2.5 and 17.2.6. However, there are only \(2^{h}\) edges on these levels, and there are two edges in \(W\) of maximum degree \(2^{2^{h}}\). There are also two edges of degree \(2^{2^{h}}-1\), four of degree \(2^{2^{h}}-2\), eight of degree \(2^{2^{h}}-3\) etc. Hence, it seems out of the question that the \(h\) upper levels can increase their set sizes to allow for a (significant) decrease on the lower levels.
Of course, the argument would apply to any distribution with similar properties. The greedy recursive nature of the algorithm could
lead to a proof that every distribution with such properties must be almost identical to the constructed one, such as our example in Proposition 17.2.6. This, however, seems much more difficult to us than the usual optimality proofs for greedy algorithms.

The argument is similar if we are not interested in the maximum expected deletion time, but the total expected deletion times, where the same approximation factor is approached in the limit. The total expected deletion times are of interest for unweighted instances, as we shall see in the following section.

\subsection*{17.3 QUASI-BIPARTITE AND CLAW-FREE INSTANCES}

Fortunately, it is possible to choose better distributions if \(S^{*}\) has a special structure, as is the case in quasi-bipartite and claw-free instances. For quasi-bipartite instances, Byrka et al. describe a witness tree distribution that yields a better approximation factor of \(1.21 \overline{6}+\epsilon\). Note the following equivalence.

Theorem 17.3.1 ([CKPioa; Goe+12]). HYP and BCR are polyhedrally equivalent on quasi-bipartite instances.

While Chakrabarty et al. [CKPioa] show the two relaxations have the same optimum objective value, they did not give a cost-preserving polynomial-time conversion from a \(B C R\) solution to a \(H Y P\) solution. Therefore, their approach does not directly help in solving \(D C R\) on quasi-bipartite instances. Goemans et al. [Goe+12] and independently, Fung et al. [Fun+12], show that \(D C R\) can be solved exactly in polynomial time on quasi-bipartite instances by solving \(B C R\) and converting the solution to a \(D C R\) solution of the same value. This allows elimination of the \(\epsilon\) in the approximation factor of the randomized algorithm. \({ }^{4}\) However, an \(\epsilon>0\) is also introduced in the derandomization of the algorithm in [Byr+13]. It is unclear to us whether it can also be removed in the deterministic algorithm for quasi-bipartite instances.

Theorem 17.3.2 ([Byr+13] with [Goe+12; Fun+12]). For quasi-bipartite instances there is a randomized polynomial-time approximation algorithm with expected approximation factor \(73 / 60=1.21 \overline{6}\). Moreover, there is a polynomial-time approximation algorithm with factor \(73 / 60+\epsilon\) for every fixed \(\epsilon>0\).

Proof. Consider the components of an optimum Steiner tree \(S^{*}\) on a quasi-bipartite instance (we do not use the transformation procedure into a binary tree here). Unless a component consists of two terminals connected by a single edge, it is a star with a Steiner vertex at its center (see the leftmost component in Figure 16.3 on page 184). For the latter, let \(k\) denote the number of terminals in the star. Choose one terminal

\footnotetext{
4 This was not available to Byrka et al. in their conference paper [Byr+1o], and it was apparently overlooked in the later journal version [Byr+13].
}
uniformly at random as a 'hub'. Connect it to all other terminals in the witness tree \(W\). We now have \(|W(e)|=k-1\) with probability \(1 / k\) and \(|W(e)|=1\) with probability \(1-1 / k\) for each edge \(e\) of the star. Hence,
\[
\mathbf{E}[D(e)] \leq\left(\frac{1}{k} H_{k-1}+\left(1-\frac{1}{k}\right) H_{1}\right) M=\left(\frac{1}{k} H_{k-1}+\frac{k-1}{k}\right) M
\]
which attains its maximum at \(k=4\). Therefore \(\mathbf{E}[D(e)] \leq \frac{73}{60} M\).
If the component consists of two terminals \(t_{1}, t_{2}\) (see the rightmost component in Figure 16.3 on page 184), we add the edge \(e=\left(t_{1}, t_{2}\right)\) to \(W\), hence \(|W(e)|=1\) and \(\mathrm{E}[D(e)]=1\). The proof by Byrka et al. contains a subtle mistake here, because it states for every component that all edges but one are selected for the set \(\tilde{B}\), and by (17.5), the edge \(\left(t_{1}, t_{2}\right)\) would not be part of \(W\). Instead, terminals from other components would connect to \(t_{1}\) and \(t_{2}\) in \(W\), which would make the expected deletion times worse.

Again, the algorithm can be derandomized [Byr+13, Theorem 28], which introduces a loss in the approximation factor of \((1+\epsilon)\) for a choice of \(\epsilon>0\).

Due to the simplicity of quasi-bipartite instances, it is evident that the chosen witness tree distribution is optimal in the cost-oblivious setting. The integrality gap result of Goemans et al. also applies for quasi-bipartite instances.

Theorem 17.3.3 ([Goe+12]). BCR has an integrality gap of at most 73/60 for quasi-bipartite instances.

Prior to this theorem, Rajagopalan and Vazirani showed that the integrality gap in quasi-bipartite instances is at most \(3 / 2\) [RV99]. Their algorithm achieves a \((3 / 2+\epsilon)\)-approximation. Gröpl et al. [Grö+o2] gave a combinatorial 73/60-approximation algorithm for uniformly quasi-bipartite instances. Based on this algorithm, Chakrabarty et al. [CKPioa] show that in this scenario, the integrality gap of \(H Y P\) (and hence also \(B C R\) ) is at most 73/60. The same authors [CKPiob] show an integrality gap bound of \(\alpha\) for quasi-bipartite instances where \(\alpha=1+e^{-\alpha}\), i.e., \(\alpha<\) 1.279. Fung et al. [Fun+12] give a simple sampling algorithm that achieves an expected approximation factor of \(\alpha\) for quasi-bipartite instances.

Inspired by the previous theorem, let us turn to claw-free instances. We will show an approximation factor between \(73 / 60\) and \(\ln (4)\). Feldmann et al. prove a stronger version of Theorem 17.3.1.

Theorem 17.3.4 ([Fel+16]). HYP and BCR are polyhedrally equivalent on instances without Steiner claws.

The equivalence cannot be extended much further under reasonable assumptions because in the same paper it was proved that deciding

(a)

(b)

Figure 17.3: (a) A snippet of a periodic witness tree \(W\) (blue arcs) on the terminals (squares) of a Steiner tree in a claw-free instance. The expected deletion times divided by \(M\) are shown on each edge for this \(W\). The witness tree is called a 4 -hub because of the terminals with four emanating witness tree edges. (b) A snippet of a similarly defined periodic witness tree called a 6-hub.
equivalence of \(H Y P\) and \(B C R\) for a given instance is NP-hard, even when the Steiner vertices form a single star.

The proof of Theorem 17.3.4 uses an efficiently computable costpreserving map from feasible \(B C R\) solutions to feasible \(H Y P\) solutions. Hence, we can again get rid of \(\epsilon\) in the randomized algorithm by solving \(H Y P\) exactly via \(B C R\). We will next choose a different witness tree distribution tailored to claw-free instances. Sanità seems to remember \({ }^{5}\) that an approximation factor smaller than \(\ln 4\) can be obtained, but the choice of distribution and the factor have apparently been lost.

Theorem 17.3.5. For claw-free instances, there is a randomized polynomialtime approximation algorithm with expected approximation factor \(991 / 732<\) 1.354. Moreover, there is a polynomial-time approximation algorithm with approximation factor \(991 / 732+\epsilon\) for every \(\epsilon>0\).

Proof. Use the algorithm of Byrka et al. with the modification that HYP is solved exactly. In order to achieve this, solve \(B C R\) in polynomial time and use the conversion by Feldmann et al. [Fel+16].

As a Steiner vertex has at most two Steiner neighbors, and \(S^{*}\) is acyclic, the Steiner vertices in each (undirected) component form a path (see Figure 16.3 on page 184). We modify the optimal Steiner tree \(S^{*}\) in a similar fashion as in Section 17.1. For every Steiner vertex with no adjacent terminal, delete it from the path by contracting it and its two edges into a single edge whose weight equals the sum of the two edges. (A Steiner end vertex without an adjacent terminal can be simply removed. This can only happen if it is connected to the path with zero weight as \(S^{*}\) is an optimal Steiner tree.) For every Steiner

\footnotetext{
5 Laura Sanità, personal communication, November 2017.
}
vertex on the path with more than one terminal, expand the Steiner vertex to a path of Steiner vertices, each having a single adjacent terminal. The edge weights between these Steiner vertices are set to zero. Now we have a path of Steiner vertices where each Steiner vertex has exactly one terminal adjacent to it (Figure 17.3a). (For components with exactly two terminals, we select the edge between them for \(W\) and obtain \(\mathbf{E}[D(e)]=1 M\) as in the proof of Theorem 17.3.2.)

For the sake of a simpler analysis, let us imagine that the path is infinitely long. The edges near the ends of the path cannot have greater expected deletion times, hence this assumption will provide us with an upper bound.

We choose a probability distribution of witness trees \(W\) with the following idea. Pick a tree on the terminals that is periodic: If we shift it by its period along the path, we obtain the same tree. For period \(P\), the probability for each of the trees shifted by \(\{0, \ldots, P-1\}\) is chosen as \(1 / P\). This means that the expected deletion times of all edges between Steiner vertices are identical, and the expected deletion times of the edges between Steiner and terminal vertices are equal to each other as well.

Our first attempt at a distribution is as follows and can be seen in Figure 17.3 . Some terminals dangling from the path will be hubs with degree four in \(W\). (Only near the end of the path, this degree may be smaller, the necessary modifications are straightforward.) A hub \(h\) has one edge to each of the terminals immediately to the left and right. Moreover, \(h\) has one edge to each of the hubs left and right, which are immediately left and right of the aforementioned 'neighboring' terminals.
It is evident that (roughly) one third of the vertices are hubs. Fix one Steiner vertex on the path. With probability \(1 / 3\), turn its adjacent terminal into a hub as described above, and continue to declare terminals as hubs on the path, each with distance three (counting only edges between Steiner vertices) from the previous as described above.

For the next tree, shift the choice of hubs one to the right along the path. We choose this tree with probability \(1 / 3\) as well, and then we shift another time, again we select this tree with probability \(1 / 3\). We call this the 4 -hub distribution after the number of edges emanating from each hub.

Let us now calculate the probabilities for the cardinalities \(|W(e)|\). (The cardinalities are smaller near the ends of the path, hence there is no need for discussing them.) For the edges to the terminals, we have
\[
\operatorname{Pr}[|W(e)|=1]=\frac{2}{3}, \quad \operatorname{Pr}[|W(e)|=4]=\frac{1}{3}
\]

For the edges between Steiner vertices, we have
\[
\operatorname{Pr}[|W(e)|=1]=\frac{1}{3}, \quad \operatorname{Pr}[|W(e)|=2]=\frac{2}{3}
\]

We now apply Lemma 17.1.5. For edges incident to a terminal vertex, we have
\[
\mathbf{E}[D(e)]=M\left(\frac{2}{3} H_{1}+\frac{1}{3} H_{4}\right)=\frac{49}{36} \cdot M=1.36 \overline{1} \cdot M .
\]

For edges between Steiner vertices, we have
\[
\mathbf{E}[D(e)]=M\left(\frac{1}{3} H_{1}+\frac{2}{3} H_{2}\right)=\frac{4}{3} \cdot M .
\]

This would give us an approximation factor of \(1.36 \overline{1}\) by following the proof of Theorem 17.2.2. However, we choose another distribution of trees and turn the two distributions into a mixture distribution by a convex combination.

Our second ' 6 -hub' distribution follows the same idea as the first, but here the hubs have six edges each. Each hub has edges to two terminals to its left and two to its right, and an edge to the hub left and the hub to the right. This is depicted in Figure 17.3b on page 201. We shift to obtain five different trees, each is selected with probability \(1 / 5\). We again omit the discussion near the ends of a path. For the edges to the terminals, we have
\[
\operatorname{Pr}[|W(e)|=1]=\frac{4}{5}, \quad \operatorname{Pr}[|W(e)|=6]=\frac{1}{5},
\]
and therefore
\[
\mathbf{E}[D(e)]=M\left(\frac{4}{5} H_{1}+\frac{1}{5} H_{6}\right)=\frac{129}{100} \cdot M .
\]

For the edges between Steiner vertices, we have
\[
\operatorname{Pr}[|W(e)|=1]=\frac{1}{5}, \quad \operatorname{Pr}[|W(e)|=2]=\frac{2}{5}, \quad \operatorname{Pr}[|W(e)|=3]=\frac{2}{5},
\]
and thus
\[
\mathbf{E}[D(e)]=M\left(\frac{1}{5} H_{1}+\frac{2}{5} H_{2}+\frac{2}{5} H_{3}\right)=\frac{23}{15} \cdot M .
\]

Note that \(23 / 15=1.5 \overline{3}\), which is worse than in the 4 -hubs distribution.
Now let us choose with probability \(x\) the 4-hub distribution and with probability \((1-x)\) the latter 6 -hub distribution. For terminal edges, we obtain
\[
\frac{49}{36} x+\frac{129}{100}(1-x)
\]
and for the Steiner edges, we have
\[
\frac{4}{3} x+\frac{23}{15}(1-x)
\]

As in the proof of Theorem 17.2.5, we equate the two. By solving this equality for \(x\) one obtains the optimum objective \(991 / 732<1.354\) at \(x=219 / 244\).

The derandomization of Byrka et al. goes through unscathed, but a loss in the approximation factor of \((1+\epsilon)\) is introduced for a choice of \(\epsilon>0\).

We were not able to prove that our choice of distribution in Theorem 17.3.5 is the best possible for claw-free instances. A linear program solver was used to compute the optimum choice for mixture distributions of \(k\)-hubs where \(k \in\{2,3, \ldots, 100\}\) (i.e., also odd \(k\), where we consider two equiprobable symmetrical trees), but this does not yield anything better than our manual choice of 4- and 6-hubs. Of course, this does not preclude the existence of a better distribution on the set of all spanning trees. We note that Cayley's formula states that the number of spanning trees on \(n\) terminals is \(n^{n-2}\). Most spanning trees, however, are not useful because the pathlengths are long and thus cause large witness set sizes. One could try to prune the search space. For example, it appears that 'crossing' edges in \(W\), i.e., two edges \(u v\) and \(x y\) with \(u<x<v<y\), can be replaced by \(u x\) and \(v y\), which contributes less to the witness set sizes.

We conjecture that the approximation factor in Theorem 17.3.5 carries over to the integrality gap and that this can be proved with the methods by Goemans et al. [Goe+12]. The authors mention that their results can be formulated in terms of linear progamming theory. However, their extended version is still in the making, and it is unclear whether a different analysis of Algorithm 17.1 automatically bounds the integrality gap as well \({ }^{6}\). Note that the authors did treat the case of quasi-bipartite instances separately from the general case, so possibly, it does not follow directly.

Let us now turn to unweighted instances in the claw-free case. Könemann \({ }^{7}\) suggested that it might be possible to refine the analysis by taking edge costs into account: the maximum expected deletion time among the edges is used in all previous estimates (see (17.8)). For example, it could be possible to choose a witness tree distribution where the expected deletion time is small for costly edges and large for cheap edges. We will now show how uniform edge weights can be exploited.

Theorem 17.3.6. There is a randomized polynomial-time approximation algorithm for the Steiner tree problem on unweighted, claw-free instances with expected approximation factor 1.25 .

Proof. In an instance with unit weights, the cost of the optimum Steiner tree \(S^{*}\) equals the number \(\left|S^{*}\right|\) of its edges. As in the proof of Theorem 17.3.5, we transform each component of \(S^{*}\) such that each

\footnotetext{
6 Rico Zenklusen, personal communication, April 2019.
7 Jochen Könemann, personal communication, December 2017.
}


Figure 17.4: A witness tree (blue arcs) on the terminals (squares) of a Steiner tree in a claw-free instance. The expected deletion times (divided by \(M\) ) are shown for this witness tree. At least half the edges have an expected deletion time of \(H_{1} M\), the others have a deletion time of \(\mathrm{H}_{2} M\). The deterministic choice of witness tree shown is well-suited for unweighted claw-free instances.

Steiner vertex is adjacent to at most one terminal. This may introduce zero-weight edges, but this is not problematic because we will bound their weight with one in the analysis. We do not, however, contract paths of Steiner vertices that are not adjacent with terminals in order to obtain exactly one adjacent terminal: The edge weights between these Steiner vertices could add up to more than one. As before, we get rid of \(\epsilon\) by solving \(D C R\) exactly via \(B C R\).

The choice of witness tree \(W\) is deterministic and simply a path from the leftmost terminal to the rightmost terminal (Figure 17.4 on this page). Again, we imagine the path to be of infinite length. Each terminal edge has \(\mathbf{E}[D(e)]=3 / 2 \cdot M\) (except at the ends of the path where \(\mathbf{E}[D(e)]=M\) ). The edges between Steiner vertices have \(\mathbf{E}[D(e)]=M\), regardless of whether the vertex is adjacent to a terminal. We can conclude that edges with \(\mathbf{E}[D(e)]=M\) account for at least half the edges in the transformed tree \(S^{*}\).

By (17.2) (without the factor \((1+\epsilon / 2)\) ) the expected cost satisfy
\[
\begin{aligned}
\mathbf{E}\left[\sum_{t \geq 1} c\left(C^{t}\right)\right] & \leq \frac{1}{M} \sum_{e \in S^{*}} \mathbf{E}[D(e)] c(e) \\
& \leq \frac{1}{M} \sum_{e \in S^{*}} \mathbf{E}[D(e)] \\
& \leq \frac{1}{M}\left(1.5 \cdot M\left|S^{*}\right| / 2+M\left|S^{*}\right| / 2\right)=1.25 \cdot \text { OPT. }
\end{aligned}
\]

We note that Berman, Karpinski, and Zelikovsky [BKZog] give a combinatorial 1.25 -approximation algorithm for graphs derived from a metric with distances \(\{0,1,2\} .{ }^{8}\) Previous results for complete graphs with weights 1 and 2 are a 4/3-approximation analysis by Bern and Plassmann [BP89] of the Rayward-Smith heuristic [Ray83], and an algorithm with approximation factor \(1.279+\epsilon\) by Robins and Zelikovsky [RZo5].

\footnotetext{
8 The domain of the metric serves as the set of vertices. An edge (with unit weight) exists between a pair of elements that are at distance 1 from each other.
}
[T]he inside of a computer is as dumb as hell but it goes like mad!
- Richard P. Feynman, Feynman Lectures on Computation (1996)

As mentioned in the previous chapter, the integrality gap of \(B C R\) is at most two. This is conjectured to be tight [KPTi1], but the currently best known lower bound is \(36 / 31 \approx 1.161\) [ \(\mathrm{Byr}+13\) ]. Instances that are hard with respect to \(B C R^{\prime}\) s integrality gap are difficult to find. Some of the best known are instances derived from the set cover problem. In the following sections, we will review two techniques of constructing hard instances from the literature that can be described by 'keep distance and average' and 'iterated set cover construction'. We will add another that we call 'entanglement' of two set cover instances.

\subsection*{18.1 GOEMANS'S INSTANCE FAMILY}

Goemans (reported in [Sinoo; ACo4]) constructs a family of instances with weights 1 and 2 and \(n+1\) terminals for \(n \in \mathbb{N}\). The integrality gap of these instances approaches \(8 / 7 \approx 1.143\) as \(n\) goes to infinity. Moreover, the case of \(n=3\) yields a lower bound of \(12 / 11=1 . \overline{09}\) for planar graphs. We note that the instances do contain Steiner claws for \(n \geq 1\).

The idea behind Goemans's approach is to have a minimum distance of four between terminals by giving the edges a weight of 2 . After adding some edges of weight 1 , these distances shall not decrease. However, the edges of weight 1 can be used in a feasible fractional solution to lower the total cost.

Goemans's construction is as follows (see Figure 18.1a on the next page for \(n=3\) ). Create \(n+1\) terminals \(t_{0}, t_{1}, \ldots, t_{n}\). The terminal \(t_{0}\) is called the root, and it is convenient to choose it as the root terminal in the \(B C R\) relaxation. Create \(n\) Steiner vertices \(s_{1}, \ldots, s_{n}\). Each \(s_{i}\) has an edge to \(t_{0}\) and an edge to \(t_{i}\), both with weight two. We will now create another \(2\binom{n}{2}\) Steiner vertices. Between each pair \(\left(t_{i}, t_{j}\right)\) of the \(n\) non-root terminals for \(i \neq j\), put a Steiner vertex \(s_{i j}\) with edges \(\left(t_{i}, s_{i j}\right),\left(s_{i j}, t_{j}\right)\) of weight two. Connect each such \(s_{i j}\) to a Steiner vertex \(s_{i j}^{\prime}\) with an edge ( \(s_{i j}, s_{i j}^{\prime}\) ) of weight one. Finally, connect each \(s_{i j}^{\prime}\) to the Steiner vertices \(s_{i}\) and \(s_{j}\) with an edge of weight one.

An optimal feasible integral solution has cost \(O P T=4 n\) : Clearly, there is a feasible solution with objective \(4 n\), for example the union of the paths \(\left(t_{0}, s_{i}, t_{i}\right)\) for \(i=1, \ldots, n\). (There are several other feasible solutions with this objective, see Figure 18.1a.) The minimum distance

(a)

(b)

Figure 18.1: (a) Goemans's construction for \(n=3\). The graph has \(n+1\) terminals (squares). The numbers indicate the edge weights. Connecting the terminals has cost of at least twelve. One optimal solution is shown with blue vertices and bold edges. (b) Every directed edge in the fractional \(B C R\) solution is set to \(1 / 3\) in one direction (from terminals towards the root), and zero in the other (not shown). The total cost is eleven, hence the gap is at least 12/11.
between any two terminals is four. While the vertices \(s_{i j}^{\prime}\) can serve as hubs that enable us to use less edges of weight 2, they do not allow for an improvement of the cost.

An optimal fractional \(B C R\) solution is as follows. (The case \(n=3\) can be seen in Figure 18.1b.) Every non-root terminal sends \(1 / n\) to its Steiner neighbors. Every Steiner vertex \(s_{i j}^{\prime}\) sends \(1 / n\) to \(s_{i j}\), and every Steiner vertex \(s_{i j}\) sends \(1 / n\) to each \(s_{i}\) and \(s_{j}\). The Steiner vertices \(s_{i}\) send \(1 / n\) to the root terminal. The total cost are \(O P T_{f}=7 \frac{n}{2}+\frac{1}{2}\). Hence, the ratio approaches
\[
\frac{O P T}{O P T_{f}}=\frac{4 n}{7 \frac{n}{2}+\frac{1}{2}} \xrightarrow{n \rightarrow \infty} \frac{8}{7} \approx 1.143 .
\]

\subsection*{18.2 INSTANCES BASED ON SET COVER}

Another good way of constructing instances with a large gap is to use the reduction from (unweighted) set cover (see Theorem 16.3.4), which is so straightforward that we can directly think of a set cover instance as a Steiner tree instance. Recall that the transformed instance is always quasi-bipartite and has uniform weights. Let \(n\) denote the number of elements to be covered and \(m\) the number of sets. In this and the following section, we will only consider uniform instances where all sets have the same cardinality \(s\), and the number of times


Figure 18.2: (a) The Fano plane, the finite projective plane of order two. It has seven points and seven lines (the circle being a line). (a) By considering the set of points not on a line as a set, an unweighted set cover instance is obtained with seven sets of each four elements. The corresponding Steiner tree instance with uniform weights is shown. An optimal integral feasible solution via a selection of three sets is indicated by blue vertices and bold edges.
an element is present in a set is the same for all elements, namely \(m s / n\). We note that for a choice of parameters \(n, m, s\), there may be several nonisomorphic set cover instances, potentially having different integrality gaps.

Some of these set cover instances, but not all, correspond to line configurations in the plane or block designs (in particular, Steiner systems), or complements thereof, which have interesting connections to other areas of combinatorics. A discussion of these topics would carry us too far afield, the reader may consult [CDo6].

Skutella (reported in [KPTiI]) constructs a single instance with a gap of exactly \(8 / 7\) from the Fano plane, the finite projective plane of order two. The Fano plane is depicted in Figure 18.2a. It often serves as a counterexample in combinatorics. For example, the corresponding matroid appears frequently as a forbidden minor in matroid theory (see, e.g., [Oxlo6]).

Every line in the Fano plane goes through three points, and every two lines intersect in exactly one point. The ground set is the set of points \(\{1,2, \ldots, 7\}\). As sets, Skutella chooses the complements of the seven lines, i.e., the set of four points not on a line. The resulting set cover instance is transformed into a Steiner tree instance that can be seen in Figure 18.2b. In order to cover the ground set, three sets have to be selected. Hence \(O P T=7+3=10\). There is an optimal feasible solution to the \(B C R\) relaxation where all directed edges pointing towards the root are selected with \(1 / 4\), and the remaining with zero, and thus \(O P T_{f}=7+7 / 4\). Hence, the integrality gap of this instance is \(8 / 7\). If one chooses the points on the lines as sets instead \((s=3)\), one obtains an instance with a worse gap (see Table 18.1 on page 211).

An analogous construction can be used for the finite projective plane of order three. By considering the points that are not on a line as a set, we obtain an instance with \(n=13, m=13, s=9\) and a gap of \(72 / 65 \approx 1.108\).


Figure 18.3: The iterated construction of Skutella's instance for \(h=2\). Three Steiner vertices (sets) have to be selected for each of the seven copies of the original instance on the bottom, and in order to select them, three Steiner vertices adjacent to the root have to be selected.

Table 18.1 includes all instances with a gap of at least 1.1 for parameters \(1 \leq n \leq 7, m \leq 2 n\), as well as \(n \in\{8,9\}, m \leq n\). They were found in an exhaustive search. In addition, it includes two instances with \(m>n\) and six instances with \(n \geq 10\) whose gap is at least 1.1. Most of these were constructed manually from combinatorial designs, some of which can be found at the La Jolla covering repository [Gor19]. Several instances whose gap is smaller than 1.1 are also included because we will use them in the following section to construct some interesting instances with \(n \geq 10\). Note that the instance with parameters \(n=3\), \(m=3, s=2\) is planar, and to the best of our knowledge, its gap of \(1 . \overline{1}\) is the best known lower bound for planar graphs.
Note that the combination of two set cover instances with the same parameters \(n, m, s\) results in a set cover instance with parameters \(2 n\), \(2 m, s\) that has twice the optimum integral and optimum fractional objective value, and hence the same ratio. However, we chose to include the parameters \(2 n, 2 m, s\) in Table 18.1 if there are instances with these parameters that are nonisomorphic to such combined instances. Instances with \(n=6, m=6, s=2\) and a ratio of \(1 . \overline{1}\) are always the combination of two \(n=3, m=3, s=2\) instances, hence they are not included.
Byrka et al. [Byr+13] give an iterated construction for set cover instances, which is as follows. The instances we shall construct have a height \(h\). The case \(h=1\) is exactly the set cover instance. To create an instance of height \(h \geq 2\), start from the set cover instance. Let \(t_{i}\) be a non-root terminal of this instance. Turn each \(t_{i}\) into a Steiner vertex, and add \(m-1\) copies of this vertex, i.e., these vertices are connected to the same original Steiner vertices as \(t_{i}\). Create \(n\) instances \(I_{i}\) of height \(h-1\), and remove the root terminal including its incident edges in each of them. The \(m\) Steiner vertices on the top level of each \(I_{i}\), i.e., the Steiner vertices that had been adjacent to the root terminal, are now identified with the \(m\)-fold copy of \(t_{i}\).
Let \(k\) be the minimum number of sets that cover all elements in the set cover instance. Note that we have to select \(k\) Steiner vertices for each 'packet' of \(n\) terminals on the bottom level, and also \(k\) for

Table 18.1: \(B C R\) gaps of several instances based on (unweighted) set cover with \(n\) elements and \(m\) sets of uniform size \(s\). The smallest number of sets that suffices to cover an instance equals \(O P T-n\). The ratio \(O P T / O P T_{f}\) is rounded down on the third digit unless periodic.
\begin{tabular}{ccccll}
\(n\) & \(m\) & \(s\) & \(O P T\) & \(O P T_{f}\) & \(O P T / O P T_{f}\) \\
\hline 3 & 3 & 3 & 5 & 4.5 & \(1 . \overline{1}\) \\
4 & 4 & 3 & 6 & \(5 . \overline{3}\) & 1.125 \\
5 & 5 & 2 & 8 & 7.5 & \(1.0 \overline{6}\) \\
5 & 5 & 3 & 7 & \(6 . \overline{6}\) & 1.05 \\
5 & 5 & 4 & 7 & 6.25 & 1.12 \\
6 & 4 & 3 & 9 & 8 & 1.125 \\
6 & 6 & 3 & 9 & 8 & 1.125 \\
6 & 6 & 5 & 8 & 7.2 & \(1 . \overline{1}\) \\
6 & 9 & 4 & 8 & 7.5 & \(1.0 \overline{6}\) \\
6 & 10 & 3 & 9 & 8 & 1.125 \\
7 & 7 & 3 & 10 & \(9 . \overline{3}\) & 1.071 \\
7 & 7 & 4 & 10 & 8.75 & 1.142 \\
7 & 7 & 6 & 9 & \(8.1 \overline{6}\) & 1.102 \\
8 & 4 & 4 & 11 & 10 & 1.1 \\
8 & 6 & 4 & 11 & 10 & 1.1 \\
8 & 8 & 3 & 12 & \(10 . \overline{6}\) & 1.125 \\
8 & 8 & 4 & 11 & 10 & 1.1 \\
9 & 6 & 3 & 13 & 12 & \(1.08 \overline{3}\) \\
9 & 6 & 6 & 11 & 10.5 & 1.047 \\
9 & 9 & 5 & 12 & 10.8 & \(1 . \overline{1}\) \\
9 & 9 & 6 & 11 & 10.5 & 1.047 \\
10 & 6 & 5 & 13 & 12 & \(1.08 \overline{3}\) \\
10 & 10 & 4 & 14 & 12.5 & 1.12 \\
11 & 11 & 5 & 15 & 13.2 & \(1.1 \overline{36}\) \\
12 & 12 & 8 & 15 & 13.5 & \(1 . \overline{1}\) \\
13 & 13 & 6 & 17 & \(15.1 \overline{6}\) & 1.120 \\
13 & 13 & 9 & 16 & \(14 . \overline{4}\) & 1.107 \\
\hline & & & & & \\
\hline 2
\end{tabular}
each packet of \(m\) Steiner vertices on the levels above. The value of the optimum integral solution is
\[
O P T=n^{h}+\sum_{i=0}^{h-1} k n^{i}=n^{h}+k \frac{n^{h}-1}{n-1}
\]

Now consider fractional solutions. We send \(\frac{n}{m s}\) from every non-root terminal to its adjacent Steiner vertex. The Steiner vertices adjacent to the root terminal also each send \(\frac{n}{m s}\) to the root. All other Steiner vertices send \(\frac{n^{2}}{m^{2} s^{2}}\). The (optimal) feasible fractional solution has value
\[
O P T_{f}=n^{h-1} \frac{n}{m s} m s+\frac{n}{m s} m+\sum_{i=0}^{h-2} n^{i} m^{2} s \frac{n^{2}}{m^{2} s^{2}}=n^{h}+\frac{n\left(n^{h}-1\right)}{(n-1) s} .
\]

When Skutella's instance is iterated (Figure 18.3 on page 210), the optimum integral solution has value \(\frac{3}{2} 7^{h}-\frac{1}{2}\). The optimum fractional solution has value \(\frac{31}{24} 7^{h}-\frac{7}{24}\). The gap thus approaches \(36 / 31 \approx 1.161\) as \(h \rightarrow \infty[\mathrm{Byr}+13]\). This is the currently best known gap lower bound for \(B C R\). We note that the iterated construction generates Steiner claws for \(h \geq 2\) in all non-trivial set cover instances, hence \(36 / 31\) is not necessarily a lower bound for \(H Y P\). Skutella's instance provides us with a \(H Y P\) lower bound of \(8 / 7\) because it is quasi-bipartite. \({ }^{1}\)

Using different instances with the same gap may yield different outcomes in the iterated construction. For example, the instance
\[
\{1,2,3\},\{1,2,4\},\{1,3,4\},\{2,3,4\}
\]
with parameters \(n=4, m=4, s=3\) has integrality gap \(9 / 8\), just as the instance
\[
\{1,2,3\},\{1,4,5\},\{2,4,6\},\{3,5,6\}
\]
with parameters \(n=6, m=4, s=3\). The gaps when iterating once \((h=2)\) are \(39 / 34 \approx 1.147\) for the former and \(57 / 50=1.14\) for the latter, i.e., the resulting gaps may be different. Hence, even if we found only one new instance with gap \(8 / 7\), this might result in a better gap than Skutella's instance when using the iterated construction!

The construction can be generalized by using different set cover instances per level, or even different instances on a single level. This, however, does not seem to be of advantage.

\subsection*{18.3 ENTANGLEMENT}

In the following, we denote the integrality gap of an instance by \(g\). Consider the sets
\[
(\{1,2,3\},\{1,2,5\},\{1,4,5\},\{2,3,4\},\{3,4,5\})
\]

\footnotetext{
1 Feldmann et al. [Fel+16] show, using an iterated construction of the instance \(n=\) \(3, m=3, s=2\) with an additional vertex, that the worst-case ratio of the integrality gaps of \(H Y P\) and \(B C R\) is at least \(8 / 7\). The authors leave it as an open question if Skutella's instance yields a better lower bound.
}
for set \([5]=\{1,2,3,4,5\}\) in this arbitrary, but fixed order (Figure 18.4a on the following page). Two sets are necessary to cover, so we have
\[
O P T=2+5=7, \quad O P T_{f}=5+5 / 3, \quad g=1.05
\]

One observes the following: While two sets suffice to cover [5], e.g., \(\{1,2,3\}\) and \(\{3,4,5\}\), not every pair of sets achieves this, for example \(\{1,2,3\}\) and \(\{1,2,5\}\). There are \(\binom{5}{2}=10\) ways of selecting two sets. We call a pair of sets (and their corresponding Steiner vertices) covering if their union covers set [5]. One observes that five of the possible pairs cover [5] and five do not. We call the number of covering pairs (or more generally, covering \(k\)-tuples) the covering number of the instance. We now demonstrate how to use this to our advantage: Add another five terminals to the corresponding Steiner tree instance. If we can connect the five Steiner vertices to these new terminals such that
1. the Steiner vertices and the new terminals correspond to a set cover instance with \(n=5, m=5, s=3\),
2. every covering pair of Steiner vertices for the original five terminals of [5] is a non-covering pair for the new terminals,
3. every covering pair of Steiner vertices for the new five terminals is a non-covering pair for the original five terminals of [5],
then we force selecting three Steiner vertices (instead of two) in the integral solution.

We performed an exhaustive search with a computer program that considered all \(\binom{5}{3}=10\) possible sets of three elements, \(\binom{10}{5}=252\) ways of selecting five of these sets, and 5 ! ways of ordering each of them (i.e., set the mapping to the Steiner vertices). The program found ways of satisfying 1.-3., for example
\[
(\{1,2,5\},\{2,3,4\},\{1,3,5\},\{1,3,4\},\{2,4,5\}) .
\]

The solution was verified manually to rule out an error in the program. We say that the resulting Steiner tree instance is entangled. It is depicted in Figure 18.4 b on the next page. Let us look at the feasible integral and fractional solutions. We have to select three sets, but now there are ten terminals. We install \(1 / 3\) on every edge in the \(B C R\) solution. We have
\[
O P T=3+10=13, \quad O P T_{f}=10+5 / 3, \quad g=39 / 35 \approx 1.114
\]
which is much better than in the original instance. An ILP solver was used to verify the integrality gap.

It is important to note that an instance constructed in this way is a set cover instance on twice the number of elements, and could have been found by other means such as brute force. However, by the above


Figure 18.4: (a) An instance of the Steiner tree problem in graphs, derived from a set cover instance. The terminals \(1-5\) are to be covered by sets corresponding to the Steiner vertices \(A-E\). Selecting two sets via the dashed edges from the root terminal suffices, e.g., \(A\) and \(C\). Not every pair of sets is covering, e.g., \(A\) and \(B\). (b) Five additional terminals \(1^{\prime}-5^{\prime}\) are added and connected to the Steiner vertices \(A-E\). The five edges from the unlabeled root terminal to the Steiner vertices are only hinted at by dashes in order to avoid obscuring the other edges. It is impossible to cover all terminals by selecting just two Steiner vertices. An optimal solution with three is shown.
discussion we now know why this instance is difficult with respect to \(B C R\).
We wondered whether the same trick works for other instances as well, and found that this is sometimes the case. Note that the number \(C_{1}\) of covering \(k\)-tuples in an instance need not be equal to the number \(\binom{m}{k}-C_{2}\) of noncovering \(k\)-tuples in the other instance, \(C_{1} \leq\binom{ m}{k}-C_{2}\) suffices to make a pair of instances candidates.
In the following, we will not report 'uninteresting' instances: If for some choice of parameters \(n, s\), there is an instance where \(k\) sets must be selected, then we do not check whether entanglement is possible for instances with these parameters where less than \(k\) sets suffice, as these will have a worse gap.
Table 18.2 on page 216 shows all interesting instances that are candidates, i.e., their covering numbers make them candidates for entanglement, for parameters \(n \leq 7, m \leq 2 n\) and \(8 \leq n \leq 9, m \leq n\). We also include two instances with \(n=10\) and an instance with \(n=6\), \(m=14\). The computational power required to perform experiments beyond \(n=7\) is enormous.

As indicated in Table 18.2, we found several instances where entanglement is possible. We only list a few that exhibit a rather large gap; we arbitrarily choose one if several nonisomorphic instances exist:
\[
\begin{aligned}
& (\{1,2\},\{2,3\},\{3,4\},\{4,5\},\{1,5\}) ; \\
& (\{1,2\},\{4,5\},\{1,3\},\{2,4\},\{3,5\}),
\end{aligned}
\]
for \(n=5, m=5, s=2\) for covering triplets, and
\[
\begin{aligned}
& (\{1,2,4,5\},\{1,2,4,6\},\{1,2,5,6\},\{1,3,4,5\},\{1,3,4,6\}, \\
& \{1,3,5,6\},\{2,3,4,5\},\{2,3,4,6\},\{2,3,5,6\}) ; \\
& (\{1,2,4,5\},\{1,2,4,6\},\{1,2,5,6\},\{1,3,4,5\},\{1,3,4,6\}, \\
& \{1,3,5,6\},\{2,3,4,5\},\{2,3,4,6\},\{2,3,5,6\}),
\end{aligned}
\]
for \(n=6, m=9, s=4\) for covering pairs, and
\[
\begin{gathered}
(\{1,2,4,6,8,9\},\{1,2,5,6,7,9\},\{1,3,4,7,8,9\}, \\
\{1,3,5,6,7,8\},\{2,3,4,5,6,9\},\{2,3,4,5,7,8\}) ; \\
(\{1,2,5,6,7,9\},\{1,3,4,7,8,9\},\{1,3,4,6,8,9\}, \\
\{2,3,4,5,6,7\},\{2,3,4,5,6,8\},\{1,2,5,7,8,9\}),
\end{gathered}
\]
for \(n=9, m=6, s=6\) for covering pairs, and
\[
\begin{gathered}
(\{1,3,5,6\},\{1,3,5,7\},\{1,4,6,8\},\{1,4,7,8\}, \\
\{2,3,6,8\},\{2,3,7,8\},\{2,4,5,6\},\{2,4,5,7\}) ; \\
(\{1,3,5,6\},\{1,4,7,8\},\{1,4,6,8\},\{1,3,5,7\}, \\
\{2,3,7,8\},\{2,4,5,6\},\{2,4,5,7\},\{2,3,6,8\}),
\end{gathered}
\]
for \(n=8, m=8, s=4\) for covering triplets, and
\[
\begin{gathered}
(\{1,6,9\},\{1,7,8\},\{2,4,8\}, \\
\{2,5,7\},\{3,4,9\},\{3,5,6\}) ; \\
(\{1,6,9\},\{1,7,8\},\{3,4,9\}, \\
\{3,5,6\},\{2,5,7\},\{2,4,8\}),
\end{gathered}
\]
for \(n=9, m=6, s=3\) for covering quadruplets.
Unfortunately, the instances on six elements that would yield a hypothetical gap of \(8 / 7 \approx 1.143\) (the same as Skutella's instance!) do not admit entanglement.

The effect of forcing the selection of one additional set is counterbalanced by the increased number of terminals. It is thus evident that our technique will not lead to improvements for instances with even moderately large \(n\). For example, there is an instance with \(n=8, m=8\), \(k=3\) that has a gap of \(9 / 8\). The hypothetical entangled instance on 16 elements (see Table 18.2) would also have a gap of \(9 / 8\). Here, entanglement is not possible. We note that there are instances for these parameters that are non-isomorphic to the instance derived from the lines of the Kantor-Möbius configuration, which has 30 covering quadruplets out of 70 .

In Skutella's instance \((n=7, m=7, s=4), 28\) of the \(\binom{35}{3}=35\) triplets of sets are covering, and 7 are non-covering. There are instances with \(n=7, m=7, s=3\) that have 28 non-covering triplets and 7

Table 18.2: Uniform set cover instances that are candidates for entanglement. There can be several possible combinations of covering numbers that need checking, see Table 18.3. The number \(k\) of sets needed to cover \(n\) elements is \(O P T-n\). The hypothetical gap (rounded down on the third digit unless periodic) is the gap of the instance with \(2 n\) elements constructed by entanglement, if this is possible. An asterisk indicates that not all experiments were fully performed due to time constraints.
\begin{tabular}{lllllll}
\hline\(k\) & \(n\) & \(m\) & \(s\) & Gap & Hypoth. gap & Possible (combinations) \\
\hline 2 & 4 & 4 & 2 & 1 & 1.1 & yes (all) \\
2 & 4 & 6 & 2 & 1 & 1.1 & yes (all) \\
2 & 5 & 5 & 3 & 1.05 & 1.114 & yes (all) \\
2 & 6 & 8 & 3 & 1 & 1.071 & yes (all) \\
2 & 6 & 9 & 4 & \(1.0 \overline{6}\) & \(1 . \overline{1}\) & yes \\
2 & 6 & 12 & 3 & 1 & 1.071 & yes (all) \\
2 & 6 & 12 & 4 & \(1.0 \overline{6}\) & \(1 . \overline{1}\) & no \\
2 & 7 & 14 & 4 & 1.029 & \(1 . \overline{1}\) & yes (all) \\
2 & 8 & 8 & 5 & 1.041 & 1.079 & yes (some) \\
2 & 9 & 6 & 6 & 1.047 & 1.076 & yes (some) \\
2 & 9 & 9 & 6 & 1.047 & 1.076 & yes (some \()\) \\
\hline 3 & 5 & 5 & 2 & \(1.0 \overline{6}\) & 1.12 & yes (all) \\
3 & 5 & 10 & 2 & \(1.0 \overline{6}\) & 1.12 & yes (all) \\
3 & 6 & 9 & 2 & 1 & \(1.0 \overline{6}\) & yes (all) \\
3 & 6 & 10 & 3 & 1.125 & 1.142 & no \\
3 & 6 & 12 & 2 & 1 & \(1.0 \overline{6}\) & yes (all) \\
3 & 6 & 12 & 3 & 1.125 & 1.142 & no \\
3 & 6 & 14 & 3 & 1.125 & 1.142 & no \\
3 & 7 & 7 & 3 & 1.071 & 1.102 & yes (some) \\
3 & 7 & 14 & 3 & 1.071 & 1.102 & yes (all) \\
3 & 8 & 8 & 4 & 1.1 & \(1 . \overline{1}\) & yes (one) \\
3 & 9 & 9 & 4 & \(1.0 \overline{6}\) & 1.086 & yes (some) \\
3 & 10 & 5 & 4 & 1.04 & \(1.0 \overline{6}\) & yes (all) \\
3 & 10 & 6 & 5 & \(1.08 \overline{3}\) & \(1 . \overline{09}\) & yes (all) \\
\hline 4 & 8 & 8 & 3 & 1.125 & 1.125 & no \\
4 & 9 & 6 & 3 & \(1.08 \overline{3}\) & 1.125 & yes (some) \\
\hline
\end{tabular}

Table 18.3: Covering numbers for the instances of Table 18.2 that make them candidates for entanglement.
\begin{tabular}{cccllr}
\hline\(k\) & \(n\) & \(m\) & \(s\) & Relevant cov. numbers & \(\binom{m}{k}\) \\
\hline 2 & 4 & 4 & 2 & 2 & 6 \\
2 & 4 & 6 & 2 & 3 & 15 \\
2 & 5 & 5 & 3 & 5 & 10 \\
2 & 6 & 8 & 3 & \(1,2,4\) & 28 \\
2 & 6 & 9 & 4 & 18 & 36 \\
2 & 6 & 12 & 3 & \(3,4,6\) & 66 \\
2 & 6 & 12 & 4 & 30 & 66 \\
2 & 7 & 14 & 4 & \(7,9, \ldots, 18\) & 91 \\
2 & 8 & 8 & 5 & \(4, \ldots, 12,16\) & 28 \\
2 & 9 & 6 & 6 & \(6,7,8,9\) & 15 \\
2 & 9 & 9 & 6 & \(9, \ldots, 18,20\) & 36 \\
\hline 3 & 5 & 5 & 2 & 5 & 10 \\
3 & 5 & 10 & 2 & 30 & 120 \\
3 & 6 & 9 & 2 & 4,6 & 84 \\
3 & 6 & 10 & 3 & 60 & 120 \\
3 & 6 & 12 & 2 & 8 & 220 \\
3 & 6 & 12 & 3 & \(106,107,108,110,112\) & 220 \\
3 & 6 & 14 & 3 & \(166,168,171,172\) & 364 \\
3 & 7 & 7 & 3 & \(7,9, \ldots, 12,14,15\) & 35 \\
3 & 7 & 14 & 3 & \(56,60, \ldots, 82,84\) & 364 \\
3 & 8 & 8 & 4 & \(24, \ldots, 32\) & 56 \\
3 & 9 & 9 & 4 & \(10, \ldots, 33\) & 84 \\
3 & 10 & 5 & 4 & 4 & 10 \\
3 & 10 & 6 & 5 & 10 & 20 \\
\hline 4 & 8 & 8 & 3 & \(30, \ldots, 39\) & 70 \\
4 & 9 & 6 & 3 & \(6,7,8,9\) & 15 \\
\hline & & & & \\
\hline
\end{tabular}
covering triplets. \({ }^{2}\) Our program also did not find an entanglement in this asymmetric case. Even if this were possible, we would not improve over \(8 / 7 \approx 1.143\) : One would have to select \(1 / 3\) on the edges from the Steiner vertices to the root in the relaxation (instead of \(1 / 4\) for Skutella's instance) because the second instance has \(s=3\). Hence, the gap would be \((14+4) /(14+7 / 3)=54 / 49 \approx 1.102\).

Likewise, there is an instance with \(n=7, m=7, s=4\) that has 7 covering and 14 noncovering pairs, and an instance with \(n=7, m=7\), \(s=5\) that has 14 covering and 7 noncovering pairs. As there already is an instance for \(n=7, m=7, s=4\) where selecting three sets is necessary, the entangled instance would have a smaller gap. We did not check whether entanglement is possible here.

There are also instances for \(n=9, m=9, s=4\) with covering triplet numbers \(\{10, \ldots, 33\}\) and for \(n=9, m=9, s=5\) with covering triplet numbers \(\{48, \ldots, 60\}\). The total number of triplets is 84 , so candidates for entanglement would be the pairs of covering numbers
\[
\begin{aligned}
& (10,48), \ldots,(10,60) \\
& \vdots \\
& (24,48), \ldots,(24,60) \\
& (25,48), \ldots,(25,59), \\
& \vdots \\
& (33,48), \ldots,(33,51) .
\end{aligned}
\]

We did not check whether this is possible (which would be timedemanding) because one would have to select \(1 / 4\) on the edges to the root in the relaxation. The gap would be \((18+4) /(18+9 / 4)=\) \(88 / 81 \approx 1.086\), which is worse than the gap of the instance with parameters \(n=9, m=9, s=5\).

Judging from the findings of this section, and perhaps the notoriety of the Fano plane in combinatorics, it seems plausible that Skutella's instance has the maximum gap among all uniform unweighted set cover instances. \({ }^{3}\) For larger instances, the gap will most likely approach one, simply because of the growing numbers in the numerator and the denominator. However, Table 18.2 shows that there exist instances with \(n \in\{11,13\}\) that have quite large gaps. Further experiments should be made for moderate \(n\), although they pose an enormous computational effort.

To sum up, although we were unable to improve the gap lower bound, our technique gives an insight why some set cover instances

\footnotetext{
2 In fact, here the sets are the points that do lie on the lines of the Fano plane. Other possible covering numbers for \(n=7, m=7, s=3\) are \(9,10,11,12,14,15\). However, for \(n=7, m=7, s=4\), the covering triplet numbers are \(\{28,29,30\}\). Of these, there are no covering pairs only for 28.
3 We note that no instance exists with parameters \(n=8, m=8, s=5\) where three sets must be selected, which one may have deemed possible. The hypothetical gap is \(1.1458 \overline{3}\), just slightly exceeding \(8 / 7\).
}
have a large gap: they consist of two entangled smaller set cover instances.

\subsection*{18.3.1 Implementation}

A few remarks on our implementation are in order. Since there may be several nonisomorphic instances with the same parameters, we had to rely on brute-force enumeration even when some instance can be created from known combinatorial designs.

It is easily possible to generate all possible \(m\)-selections of \(s\)-sets with dynamic programming. However, storing them requires a lot of memory, hence we generated the selections one-by-one and added them to a pool of selections only when appropriate. Traversing all possible selections was done using an implicit bitstring representation due to Payne and Ives [PI79]. For \(n=9\), the runtime of our algorithm is still significant. In this case, we fixed without loss of generality two sets \(S_{1}, S_{2}\) for different cardinalities \(\left|S_{1} \cap S_{2}\right|\) in order to reduce the number of combinations.

The generated instances were checked for uniformity; non-uniform instances were discarded. \({ }^{4}\) Then, the instances are grouped by their numbers of covering pairs, triplets or quadruplets, depending on the optimum number of sets needed to cover the instance. Only instance pairs whose covering numbers \(C_{1}, C_{2}\) fulfill the necessary condition \(C_{1} \leq\binom{ m}{k}-C_{2}\) are of interest. For these covering numbers, the instances in each group can be distinguished into isomorphism classes, only one instance per class is used then. As isomorphism is an equivalence relation, computing its equivalence classes is often, while costly, computationally feasible. However, if entanglement is possible and the majority of instances allow it, it may be preferable not to compute isomorphism classes because we will likely stumble upon two instances that can be entangled. Hence, one should test for entanglement both with and without isomorphism reduction. We note that the number of isomorphism classes is typically very small, usually below ten.

Note that if two distinct covering numbers align, their number of instances may differ greatly. For example, for parameters \(n=9\), \(m=9, s=6\), there are \(1,655,640\) instances with covering number 16 (for pairs), but only 1,512 instances with covering number 20.

An isomorphism reduction on 1,512 instances is easily possible and reduces the time of the pairwise check with the \(1,655,640\) other instances: Here, there is only one isomorphism class, hence the speedup is 1,512 . However, isomorphism reduction on \(1,655,640\) instances is

\footnotetext{
4 Suppose we consider covering triplets. It may seem that we can discard instances that have covering pairs right away. However, this is dangerous, for it could be the case that the covering pair in one instance is not just a noncovering pair in the other, but also that it cannot be extended to a covering triplet in the other.
}
very costly and not worth the extra computation if the number of instances to check each of them against is small, as is the case for one isomorphism class. On the other hand, the class for covering number 16 is also checked against other classes, so it is difficult to estimate how to use isomorphism reduction for the best speedup.

\section*{19}

The wheel is come full circle[.]
- William Shakespeare, King Lear, Act 5, Scene 3 (1623)
19.1 THE PRIZE-COLLECTING STEINER TREE PROBLEM

In the Steiner tree problem, the terminal vertices must be spanned by the tree. In a well-known variant, a vertex has a profit (or prize), which contributes to the objective value if a vertex is selected.

Definition 19.1.1 (Prize-Collecting Steiner Tree (PCST)). Given a simple graph \(G(V, E)\) with nonnegative vertex profits and edge weights
\[
\begin{aligned}
& p: V \longrightarrow \mathbb{R}_{0}^{+} \\
& w: E \longrightarrow \mathbb{R}_{0}^{+},
\end{aligned}
\]
find a tree \(T=\left(V_{T}, E_{T}\right)\) in \(G\) that maximizes
\[
w(T)=\sum_{v \in V_{T}} p(v)-\sum_{e \in E_{T}} w(e) .
\]

We will not discuss the problem by itself, but only use it for proving NP-completeness in the following section. That PCST is NP-complete follows from a simple reduction from the Steiner tree problem by choosing the vertex profits sufficiently large, modelling the terminals. We list some interesting results.

PCST is a Lagrangean relaxation of the \(k\)-cardinality tree problem [CRWo4]. Bateni et al. [Bat+11] show that PCST can be solved in polynomial time for graphs of bounded treewidth. Building upon this, they show a PTAS for PCST on planar graphs.

\subsection*{19.2 THE MAXIMUM WEIGHT CONNECTED SUBGRAPH PROBLEM}

In contrast to the problems considered in earlier chapters, the following problem only has vertex weights.

Definition 19.2.1. Given a graph \((V, E, w)\) with weights \(w: V \rightarrow \mathbb{R}\), find a connected (induced) subgraph of \(G\) of maximum total weight.

The NP-completeness of MWCS was established by Karp in supplementary material to Ideker et al. [Ide+02]. Dittrich et al. [Dit+o8] give reductions from PCST to MWCS and vice versa, which also establishes the latter's NP-completeness.

Theorem 19.2.2 ([Ide+o2],[Dit+o8]). MWCS is NP-complete.
Proof. A given solution can be verified in polynomial time. For NPhardness we reduce from PCST. Let \((V, E, w, p)\) denote the PCST instance. We modify the graph as follows. For every edge \((u, v) \in E\), we create an intermediate vertex \(x\) and replace \((u, v)\) with \((u, x)\) and \((x, v)\). The vertex \(x\) gets weight \(-w(u, v)\). The original vertices \(v \in V\) retain their weights. It is easy to see that this indeed constitutes a polynomial-time reduction.

As noted by El-Kebir and Klau [EK14], the reduction from PCST to MWCS is approximation-preserving, and hence it is NP-hard to approximate MWCS within a constant factor, as approximating PCST within a constant factor is NP-hard [FPSo1].

\subsection*{19.3 PREPROCESSING RULES FOR MWCS}

We can process the connected components of the input graph independently of each other and return the best result, hence we assume connectivity in the following. If there is no vertex of positive weight, then a single vertex is an optimal solution, namely one with maximum weight. Hence, we now assume that there is a vertex of positive weight. As we can test all single-vertex solutions in linear time, we can assume that there is an optimal solution of at least two positive vertices.

We will use a merge operation for two adjacent vertices \(u, v\) that replaces \(u\) and \(v\) with a vertex \(x\) of weight \(w(x)=w(u)+w(v)\), which becomes the endpoint of the edges incident to \(u\) and \(v\). If there are edges \((u, y),(v, y)\), only one edge \((x, y)\) is the replacement. The operation generalizes to a set of vertices that induce a connected subgraph. The following rules are described in [AB14], and also partly by El-Kebir and Klau [EK14]. They are applied exhaustively.
1. A vertex \(u\) with \(w(u) \leq 0\) can be removed if its degree is one.
2. If there is a path of vertices of degree two, all of which have weight zero or less, we can merge these vertices. We may do so because one such a vertex is only selected if there is a positively weighted vertex that the path links to, so the whole path must be selected.
3. If there is an edge \((u, v) \in E\) with \(w(u) \geq 0\) and \(w(v) \geq 0\), then the two vertices can be merged: If \(u\) is in an optimal solution, we can select \(v\) without decreasing the objective.
4. If for a pair \((u, v) \in\binom{V}{2}\) of vertices, not necessarily adjacent, we have \(N(u) \backslash\{v\} \subseteq N(v)\), and \(w(u) \leq 0\) and \(w(u) \leq w(v)\), then \(u\) and all its incident edges can be removed. This is because if \(G[S]\) is connected for some \(S \subseteq V\) with \(u \in S\), then the graph
\(G[(S \backslash\{u\}) \cup\{v\}]\) is also connected. Thus there is an optimal solution that does not contain \(u\).

In order to implement rule 4 . in \(\mathcal{O}\left(|V|^{2} \Delta(G)\right)\) time, sort all adjacency lists in linear time in total (see the proof of Theorem 4.3.1). Then it is straightforward to check for each pair \((u, v) \in\binom{V}{2}\) of vertices if \(N(u) \backslash\{v\} \subseteq N(v)\) in time \(\mathcal{O}(\Delta)\) by advancing two pointers on the sorted adjacency lists and comparing entries.

If rule 4 . is to be implemented only for adjacent pairs, the runtime can obviously be bounded by \(\mathcal{O}(|E| \Delta(G))\). We can improve this using the following lemma.

Lemma 19.3.1 (Essentially [CN85]). In a simple graph \(G=(V, E)\), we have
\[
\sum_{u v \in E} \min (\operatorname{deg}(u), \operatorname{deg}(v)) \leq 2|E| p(G) .
\]

Proof. Consider partition of \(G\) into pseudoforests \(P_{1}, \ldots, P_{p}\). Each pseudoforest can be 1-oriented (see the proof of Theorem 8.2.4), i.e., each vertex is assigned at most one edge. Let \(v_{i}(e)\) be the unique vertex that \(e \in P_{i}\) points to. We have
\[
\begin{aligned}
\sum_{u v \in E} \min (\operatorname{deg}(u), \operatorname{deg}(v)) & \leq \sum_{i=1}^{p} \sum_{e \in P_{i}} \operatorname{deg}\left(v_{i}(e)\right) \\
& \leq \sum_{i=1}^{p} \sum_{v \in V} \operatorname{deg}(v) \\
& =2|E| p .
\end{aligned}
\]

Chiba and Nishizeki used the lemma (stated in terms of forests and \(\Gamma\) ) to list the triangles of a graph in \(\mathcal{O}(|E| \Gamma)\) time. Modifying their algorithm slightly yields the following theorem.
Theorem 19.3.2 (Re-phrased from [CN85]). Rule 4. can be implemented for adjacent vertices in \(\mathcal{O}(|E| p(G))\) time.

Proof. Let \((u, v) \in E\). Observe that if \(\operatorname{deg}(u)>\operatorname{deg}(v)\), then we have \(N(u) \backslash\{v\} \nsubseteq N(v)\).

Sort the vertices by their degree in \(\mathcal{O}(|V|)\) time by placing them into \(|V|\) buckets for every possible degree in \(\{0, \ldots,|V|-1\}\). Concatenating the buckets yields the desired sorted list. Create a Boolean array of length \(|V|\), initialized with 'false'. This will be used as the row of the adjacency matrix. Go through the list of vertices in descending order of their degree. Let \(v\) be the current vertex. Mark all of \(v\) 's neighbors in the array. Then, for every neighbor \(u\) of \(v\) with \(\operatorname{deg}(u) \leq \operatorname{deg}(v)\), check whether all of \(u\) 's neighbors except \(v\) are marked in the array. If this is the case, then \(N(u) \backslash\{v\} \subseteq N(v)\). Once all neighbors \(u\) of \(v\) have been tested, unmark them in the array, and proceed with the next vertex in the sorted list.

Table 19.1: Reduction of MWCS instances in the ACTMOD dataset used in the 11th DIMACS Implementation Challenge.
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Instance} & \multicolumn{2}{|l|}{Original instance} & \multicolumn{2}{|l|}{After Preprocessing} \\
\hline & Vertices & Edges & Vertices & Edges \\
\hline drosophilaoor & 5,226 & 93,394 & 2,514 & 41,825 \\
\hline drosophilaoo5 & 5,226 & 93,394 & 2,486 & 40,234 \\
\hline drosophilaoo75 & 5,226 & 93,394 & 2,421 & 36,328 \\
\hline HCMV & 3,863 & 29,293 & 974 & 4,000 \\
\hline lymphoma & 2,034 & 7,756 & 1,316 & 6,503 \\
\hline metabol_expr_mice_1 & 3,523 & 4,345 & 1,331 & 1,858 \\
\hline metabol_expr_mice_2 & 3,514 & 4,332 & 1,293 & 1,803 \\
\hline metabol_expr_mice_3 & 2,853 & 3,335 & 846 & 1,178 \\
\hline
\end{tabular}

The algorithm performs \(\mathcal{O}(|E|)\) steps for marking and unmarking in the array. For every pair \((u, v) \in E\), we perform \(\min (\operatorname{deg}(u), \operatorname{deg}(v))\) lookups in the array (if the degrees are equal, this actually happens twice). By Lemma 19.3.1, this amounts to \(\mathcal{O}(|E| p)\) in total.

The preprocessing rules \(1 .-4\). were applied exhaustively to the ACTMOD dataset of the 11th DIMACS Implementation Challenge. The results for the dataset are shown in Table 19.1. Using the neighborhood reduction also for non-adjacent vertices yields better results than in [AB14]. The latter, in turn, produced better results than the reduction by El-Kebir and Klau [EK14] that only checks whether neighborhoods are equal.
Recently, new reduction techniques (some being NP-hard to compute) were introduced by Rehfeldt and Koch [RK19] and Rehfeldt et al. [RKMi9]. See also [RKMi9] for reduction techniques for PCST.

\subsection*{19.4 ALGORITHMS FOR MWCS AND ITS VARIANTS}

The (M)ILP formulations of Chapters 14 and 16 can be easily adapted for the MWCS problem. If we have edge weights and are interested in the total weight of induced edges, we can model these with additional variables \(\tilde{x}_{u v}\) by adding additional constraints (see, e.g., [Alt+14]):
\[
\begin{array}{ll}
\tilde{x}_{u v} \leq y_{u}, y_{v}, & u v \in E, \\
\tilde{x}_{u v} \geq y_{u}+y_{v}-1, & u v \in E .
\end{array}
\]

Another variant was investigated by Backes et al. [Bac+11]. They consider the problem of finding a connected subgraph of \(k\) vertices
in a directed graph that maximizes the total vertex weight. Here, connected means there is a root node \(r\) in the subgraph such that there is a path from \(r\) to every other vertex in the subgraph. If we drop the \(k\)-cardinality requirement and consider an undirected graph, we have the MWCS problem.

The special feature of the formulation by Backes et al. is that it uses vertex-variables only: For every vertex, there is a binary variable \(y_{v}\) that determines whether \(v\) is selected, and a root variable \(r_{v}\) that determines whether \(v\) is the root. Let \(\operatorname{in}(v)=\{u \in V \mid(u, v) \in E\}\). The constraints
\[
\begin{equation*}
y_{v}-r_{v}-\sum_{u \in \operatorname{in}(v)} y_{u} \leq 0, \quad v \in V \tag{19.1}
\end{equation*}
\]
require every non-root vertex to have at least one predecessor. However, directed cycles not containing the root also satisfy (19.1), hence the solution could contain several disconnected cycles. Therefore, the constraints are extended. Let \(C \subseteq V\) be the set of vertices in a directed cycle, and let in \((C)=\bigcup_{v \in C} \operatorname{in}(v) \backslash C\). The full ILP is
\[
\begin{array}{rlr}
\sum_{v \in V} y_{v} & =k, & \\
\sum_{v \in V} r_{v} & =1, & \\
y_{v}-r_{v} & \geq 0, & v \in V, \\
\sum_{v \in C}\left(y_{v}-r_{v}\right)-\sum_{v \in \operatorname{in}(C)} y_{v} & \leq|C|-1, & C \subseteq V: C \text { cycle }, \\
y_{v} & \in\{0,1\}, & v \in V, \\
r_{v} & \in\{0,1\}, & v \in V . \tag{19.7}
\end{array}
\]

Constraint (19.3) states that there is exactly one root vertex, and Constraint (19.4) ensures the root vertex must be selected. Constraint (19.5) requires every vertex set of a cycle that does not contain the root vertex to have at least one ingoing edge. This ensures these vertices can be reached from the root as well. Álvarez-Miranda et al. [ÁLMi3] show that the LP relaxation of (19.1)-(19.7) is strictly weaker than the generalized subtour elimination constraints. They also gave formulations based on vertex variables only that are polyhedrally equivalent to GSEC.

El-Kebir and Klau [EK14] use such a vertex-based ILP. In addition, they divide the graph into smaller components. We give a rough overview. The first layer is obvious: The connected components are processed separately. The second layer is to compute the biconnected components of the graph. Of course, the solution may involve vertices that are in several adjacent biconnected components. Therefore, in addition to solving instances of MWCS in each biconnected component, instances of a rooted variant of the MWCS problem are solved where the cut vertices are chosen as the root that must be selected. Solutions
of two adjacent biconnected components that are rooted in the same cut vertex can be combined.
The third layer is to compute the triconnected components of the biconnected components, and proceed in a similar fashion. We omit the details.

\section*{CONCLUSION AND OUTLOOK}

> On two occasions, I have been asked [by members of Parliament],
> "Pray, Mr. Babbage, if you put into the machine wrong figures, will the right answers come out?"
> I am not able to rightly apprehend the kind of confusion of ideas
> that could provoke such a question.
- Charles Babbage, Passages from the Life of a Philosopher (1864)
20.1 PROBLEMS SOLVABLE IN POLYNOMIAL TIME

In this thesis, we saw that the densest subgraph problem and the related problems of smallest maximum indegree orientations (equivalently, pseudoarboricity) and arboricity can be attacked with a multitude of algorithmic techniques such as linear programming, flows, matroid theory, and greedy algorithms. Based on these, it is possible to devise both exact and approximative algorithms.

We were able to improve the runtime of an exact pseudoarboricity algorithm by shrinking the search interval with Kowalik's approximation scheme [Kowo6] in Chapter 6. In fact, the pseudoarboricity problem seems to hail from the best of all possible worlds: Not only can the search interval be shrunk, it is in addition possible to use the balanced binary search technique by Gabow and Westermann [Wes88; GW92] on the interval. We are even able to repeatedly shrink the search interval because the approximation scheme also uses a binary search, which leads to a \(\log ^{*}\) in the runtime bound under certain conditions. We wonder whether more problems exist that these techniques can be applied to.

While we were not able to improve the runtime for the densest subgraph problem asymptotically, our new runtime bounds for the pseudoarboricity also hold for finding an 'almost-densest subgraph' of density greater \(\left\lceil d^{*}\right\rceil-1\) with Dinitz's algorithm [Din7o]. The algorithms have the practical advantage that no complicated data structures are required and no intermediate steps have to be performed, which is the case in the Goldberg-Rao flow algorithm [GR98]. In our experiments in Chapter 12, Dinitz's algorithm showed much better performance than push-relabel algorithms and the solving of LPs with the state-of-the-art solver Gurobi.

The pseudoarboricity has previously been used as a stepping stone for the arboricity by Gabow and Westermann [Wes88; GW92]. We took up this idea in Chapter 10 in order to devise a constructive approximation scheme for the arboricity by using Kowalik's approximation
scheme. Converting \(k\) pseudoforests into \(k+1\) forests is possible in near-linear time for every fixed \(k\) using several data structures. In Chapter 9, we showed how to achieve linear time for \(k=3\).
Whether our ideas can be developed further to find a faster exact arboricity algorithm remains to be investigated: After computing an optimal pseudoforest partition and converting it into \(p+1\) forests with our conversion based on perfect hashing, how fast can forest \(F_{p+1}\) be inserted into the other \(p\) forests, provided this is feasible? If this step could be performed in time \(\mathcal{O}\left(|E|^{3 / 2}\right)\), then we would have an exact (randomized) algorithm that is faster than Gabow's [Gab98]. An exact deterministic algorithm with a runtime of \(\tilde{\mathcal{O}}(m \Gamma)\) could also be within reach by computing a partition of \(p+1\) pseudoforests first.
Recently, Kopelowitz et al. [KPP16] showed that the triangle listing algorithm of Chiba and Nishizeki with runtime \(\tilde{\mathcal{O}}(m \Gamma)\) is essentially time-optimal unless the 3SUM conjecture \({ }^{1}\) fails. Whether such a conditional lower bound can be shown for the arboricity problem should be investigated.
Another related question is whether the approximation scheme can be made constructive for the densest subgraph problem as well. It would be preferable to the approximation scheme by Toko Worou and Galtier [TG16] because its dependence on \(\epsilon\) is inversely linear, while the latter's dependence is inversely quadratic. Furthermore, Kowalik's approximation scheme is simple to implement and has excellent practical performance, which can be seen from our experiments for the exact re-orientation algorithm with Dinitz's algorithm.
In addition to these results, we turned the tables and used the arboricity as a stepping stone for the pseudoarboricity in Chapter 11 when it is asymptotically maximal. To this end, Gabow's arboricity algorithm [Gab98] was used to shrink the search interval to constant size after a fast preprocessing that preserves the maximum density. The preprocessing is of independent practical interest because it can reduce the graph size considerably, which was also demonstrated by our experiments in Chapter 12.

\subsection*{20.2 NP-COMPLETE PROBLEMS}

We then investigated problems involving connected subgraphs that are NP-complete. We proposed an ILP for spanning subtrees based on the maximum density in Chapter 14. We showed that this formulation is strictly weaker than the well-known generalized subtour elimination constraints (GSEC) [Fis+94; Chi+10]. If an upper bound on the number of vertices to select is specified, it becomes incomparable to the latter. We showed that an MILP formulation of Althaus et al. [Alt+14], which generalizes Cohen's idea of using the smallest maximum fractional

\footnotetext{
1 Given a set \(A\) of \(n\) integers, are there three distinct elements \((x, y, z) \in A^{3}\) such that \(x+y=z\) ? It is conjectured that this requires \(\Omega\left(n^{2-o(1)}\right)\) time.
}
indegree, implies a subset of the constraints of the ILP. The intersection of the polyhedra of the MILP and GSEC is in fact a subset of the polyhedron of the ILP based on the maximum density.

The formulation of Althaus et al. only has a linear number of constraints and can thus be easily integrated into ILPs whenever connectivity is a requirement. In our experiments in Chapter 15, Gurobi produced unexpectedly good results with this MILP on default settings. Most instances could be solved to optimality within one hour, significantly beating the GSEC ILP with the cutting-plane method and, less significantly, the combination of the two programs. For a fair comparison, we also ran the tests with Gurobi's built-in strategies deactivated. Here, the combined MILP was slightly better than either of the two alone.

Our formulations are tightest when exactly \(k\) vertices are to be selected. While they become less tight with growing \(k\), it could be possible that a \(2(1-1 / k)\)-approximation algorithm for the \(k\) cardinality problem exists; the currently best known factor is two [Garo5]. Whether our formulations can be used to this end is an interesting question for further research.

In the related Steiner tree problem, we tried to shed some light on the idea behind the analysis of Byrka et al. [Byr+13] in Chapter 17. We showed that there is a better witness tree distribution than the one of Byrka et al. for every tree height. However, we also gave a heuristic argument why both distributions should be asymptotically optimal when the tree height approaches infinity. We also presented a new witness tree distribution for claw-free instances that improves the expected approximation factor from \(\ln (4) \approx 1.386\) to roughly 1.354. Whether this is the optimal choice could not be ascertained. We also showed an expected approximation factor of 1.25 for claw-free instances with uniform weights. It would be interesting to try if the techniques of Goemans et al. [Goe+12] can be applied to also obtain these factors as upper bounds on the integrality gap of the bidirected cut relaxation.

Finding good lower bounds to the integrality gap has proven difficult. Our new idea of entangling two instances derived from the set cover problem (Chapter 18) did work in some cases, but no better lower bound than the one achieved by Skutella's instance [KPTi1] could be found. We also noted in Section 16.3 that the inapproximability result by Chlebík and Chlebíková [CCo8] holds for claw-free instances. One could try using different gadgets in the reduction that contain Steiner claws in order to find a better lower bound for the general case.
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[^0]:    2 https://arxiv.org/abs/1811.06803v2
    3 https://arxiv.org/abs/1811.06803

[^1]:    1 In fact, $e_{i}$ is geometrically distributed. However, only assuming that $e_{i}$ is finite, its value follows from the proof at hand.

[^2]:    3 Note that when sorting integers, the transdichotomous model is powerful enough to break the $\Omega(n \log n)$ lower bound for comparison-based sorting [FW93].

[^3]:    4 One further distinguishes strongly and weakly polynomial time. An algorithm that uses polynomial space and whose number of steps in the unit-cost model is bounded by a polynomial in the number of integers in the input is said to be strongly polynomial. It can then be turned into a polynomial-time algorithm in the logarithmic cost model. Otherwise, it is said to be weakly polynomial.

[^4]:    5 Note that an undecidable language $L$ becomes decidable for machines with access to an $L$-oracle. However, there is a 'halting problem' that is undecidable for $L$-oracle machines as well [Soa16, Section 3.4.2].
    6 This problem was first mentioned in a letter of Kurt Gödel to John von Neumann in 1956 [Lipio].

[^5]:    8 To see this, introduce artificial nodes $s^{\prime}, t^{\prime}$ with $\operatorname{arcs}\left(s^{\prime}, s\right)$ and $\left(t, t^{\prime}\right)$ of sufficient capacity.

[^6]:    9 One could demand flow conservation in $s$ and $t$ as well if an arc $(t, s)$ of sufficiently large capacity is introduced.

[^7]:    10 The final phase is considered to increase the length to $\infty$.

[^8]:    11 This does not happen in the bipartite network (Section 3.6) and the re-orientation network (Section 4.1), where for an arc $(u, v)$ of the original network there never is a reverse arc $(v, u)$. However, for Goldberg's network (Subsection 3.3.3), we need this definition.

[^9]:    1 A number $x \in \mathbb{R}^{+}$is half-integral if $x=\frac{k}{2}$ for some $k \in \mathbb{N}$.

[^10]:    2 For dense graphs, several algorithms with runtime $\mathcal{O}\left(|V|^{3}\right)$ were available, e.g., [Kar74].
    3 Of course, we can re-use existing flows in a binary search as well by storing the flow found for the last unsuccessful test.

[^11]:    4 Note that since $\left\lceil d^{*}\right\rceil-1<d^{*}$, we need not exclude the singleton cut here.

[^12]:    1 Here we could also start from an initial fractional orientation $\vec{G}_{f}$. It appears that this provides no advantage.

[^13]:    2 In fact, it is slightly easier, because there are no vertices with both a source and a sink arc. Therefore, a variant of Proposition 2.14 .3 without Lemma 2.14.2 would suffice.

[^14]:    3 This was confirmed by Łukasz Kowalik, personal communication, September 2016.

